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Abstract
The troops-to-tasks analysis in military operational planning is the process where the military staff investigates who should do what, where, and when in the operation. In this paper, we describe a genetic algorithm for solving troops-to-tasks problems, which are typically solved manually. The study was motivated by a request from Norwegian military staff, who acknowledged the potential for solving the troops-to-tasks analysis more effectively by using optimization techniques. Also, NATO's operational planning tool, TOPFAS, lacks an optimization module for the troops-to-tasks analysis. The troops-to-tasks problem generalizes the well-known resource-constrained project scheduling problem, and thus it is very difficult to solve. As the troops-to-tasks problem is particularly complex, the main purpose of our study was to develop an algorithm capable of solving real-sized problem instances. We developed a genetic algorithm with new features, which were crucial to finding good solutions. We tested the algorithm on two different data sets representing high-intensity military operations. We compared the performance of the algorithm to that of a mixed integer linear program solved by CPLEX. In contrast to CPLEX, the algorithm found feasible solutions within an acceptable time frame for all instances.
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1. Introduction
The troops-to-tasks analysis in military operational planning is the process where the military staff investigates who should do what, where, and when in the operation. A large set of tasks must be performed, often with limited resources. This analysis is done manually by the military staff. In the study we describe in this paper, our goal was to develop a tool to automate the troops-to-tasks analysis. The study was motivated by a request from Norwegian military staff, who acknowledged the potential for solving the troops-to-tasks analysis more effectively by using optimization techniques. NATO's operational planning tool, TOPFAS, lacks an optimization module for the troops-to-tasks analysis. In addition to being an essential part of operational planning, troops-to-tasks analysis is also an important part of long-term defense planning, where the purpose is to investigate how a force structure should look in the future. In this paper, we describe a genetic algorithm (GA) that can be used to solve real-life troops-to-tasks problems.

The troops-to-tasks analysis is a project scheduling problem closely related to the resource-constrained project scheduling problem (RCPSP). There are many types of operations with different objectives, ranging from peace support operations where the objective might be to do as many activities as possible within a given time frame, to high-intensity operations where there is a given set of tasks, and the objective is to minimize the makespan.

There have been many efforts to incorporate methods from project scheduling and general planning into different parts of military operational planning. The troops-to-tasks problem is particularly complex, due to aspects of...
the problem such as resource hierarchy, locations, and resources skills and capacities, as we will describe below.

The troops-to-tasks problem resembles the multi-skill project scheduling problem (MSPSP) proposed by Néron and Baptista, which is an extension of the RCPSP. In the MSPSP the resources are, for example, staff members who are able to perform more than one kind of activity. That is, they possess more than one skill. The activities have different skill requirements, instead of specific resource requirements, as is the case in the RCPSP. Many skills may be necessary to process one activity. Staff members can only process one activity at a time. The model allocates resources and starting times to each activity, and the objective is to minimize the makespan. The troops-to-tasks problem is a MSPSP with additional characteristics and constraints, where the troops are like staff members with different skills. Li and Womer also studied problems with multi-skilled personnel, or multi-purpose resources. They studied both minimization of the total number of resources and the minimization of project costs. The MSPSP is a variant of the more studied multi-mode RCPSP (MRCPSP), with a very large set of modes for each activity.

The basic RCPSP was proven to be non-deterministic polynomial-time hard (NP hard) by Blazewics et al., which means that when problem instances grow large, there is little hope of solving them to optimality within a reasonable time. For this reason, the RCPSP and related problems are usually solved with heuristic algorithms, for example, the tabu search algorithm and GAs. We find many references to different solution methods in the literature. Kolisch and Hartmann give an overview of many of them, as do Peteghem and Vanhoucke.

Since the MSPSP generalizes the RCPSP, it follows that the MSPSP is also NP hard. This leads us to believe that in troops-to-tasks problems, it will also often be difficult or impossible to find solutions to larger problem instances that can be proven optimal. However, due to the constraints and the characteristics of some troops-to-tasks problems, there are real-life problem instances that are solvable to optimality within a time frame that is acceptable in practice, as shown by Fauske. However, to find good solutions to any troops-to-tasks problem instance, and especially the largest and most complex ones, we are in need of an heuristic solution method. In this paper we describe a GA for solving the troops-to-tasks problem in a high-intensity operation. Such operations are offensive, with a specific use of military forces, with the purpose of changing the course of events. On the other end of the scale, low-intensity operations may involve non-military tasks, such as policing and building local institutions. The solution method can easily be adapted to different types of operations. Activity list-based GAs for solving project scheduling problems have many times been proved effective. Since the use of the GA for project-scheduling problems is very well documented, we chose this solution method for our problem. In this paper we show how such an algorithm performs on real-sized, complex problem instances, which to our knowledge have not been solved in this manner before.

In this paper we consider high-intensity operations. Our approach could easily be modified to other types of operations, since the structure of the problem is the same for many operations. We compared our GA to a mixed linear programming model solved by CPLEX. In contrast to CPLEX, the GA found feasible solutions within an acceptable time frame for every instance in our two case sets. Whenever CPLEX found the optimal solution, so did the algorithm. In several instances, the algorithm found better solutions than CPLEX. This proves that our GA is a promising approach for solving the troops-to-tasks analysis.

2. Problem description
2.1 General considerations

The problem we solve in this paper is described in detail by Fauske, which also includes the mathematical formulation of the problem. The problem represents a high-intensity land operation at brigade level with supporting resources from the Air Force. A land operation is run and conducted by the Army. The implications of this are that some of the resources belong to a strict hierarchy, since in the Army a person is a part of a squad, which in turn is a part of a platoon, etc., while in the Air Force the platforms (aircraft, helicopters, etc.) do not belong to such a strict hierarchy, and thus they operate on their own. The hierarchy puts restrictions on where the different resources may be at a certain time. When planning a military operation, you would not consider all levels of the hierarchy. A commander will mainly make his plans in cooperation with the commanders of the underlying troops, that is, one level below.

The resources can process more than one activity at a time if those activities can be processed in the same location, and if none of these activities require the full attention of the resource. We model this as exclusive and non-exclusive activities. If an activity is exclusive, the resources processing it can only process this activity at a certain point in time. Examples of non-exclusive activities may be maintenance, preparations, or planning activities. Exclusive activities are typically assaults and attacking activities.

The resources also have a capacity for each skill. Two resources possessing the same skill might have different capacities for that skill. For example, one type of aircraft may be able to solve a task using one aircraft, while another type may need two aircraft to process the same task. A surveillance activity may, for example, require a
quantity of 0.8 of a specific surveillance skill. That means that this activity can be processed equivalently by, for example, two resources that each has a capacity of 0.4 of this skill or by one resource that has a capacity of at least 0.8 of this skill. If a resource’s capacity is larger than what is required, that does not mean that it has “left over” capacity to use on another task at the same time. It is the exclusiveness of the activities that decides whether a resource can do more than one task at a time. A resource is situated in a location and it takes time to move between locations. Location problems have been studied in several papers, but then mostly without the resources traveling between the locations where they are situated. Traveling time between locations may be modeled as a sort of set-up time. We model it by saying that an activity can not be started until all resources that shall process it have had the time to travel to the activity’s location.

There may be precedence relations between some of the activities. If the operation is divided into phases, as is common, we can use precedence relations to model this. We make a certain activity mark the end of a phase, and we set all activities belonging to that phase as predecessors to that activity.

Some of the activities may have specific release dates (first allowed starting time) or deadlines (last allowed starting time). Several papers consider release dates and deadlines.

This leads us to defining the following problem: a set $N$ of activities, numbered 1 to $N$, is to be scheduled. Activity $N$ is a dummy end activity that represents the end of the project. There is a set $L$ of locations, and each activity $i$ must be processed in a location $l_i \in L$. There exists a set $R$ of renewable resources. Each resource $r$ belongs to some resource unit $u$. Resources belonging to the same unit must always be in the same location, but they do not have to process the same tasks. There is a traveling time $t_{lm}$ for resource $r$ between locations $l$ and $m$. There is a set of skills $K$, and each resource possesses a capacity of $c_{kr} \geq 0$ for each skill $k \in K$. An activity $i$ requires an amount of $c_{ki} \geq 0$ of each skill $k \in K$. The duration of each activity is denoted $d_i$. Every activity has a release date $e_i$ and a deadline $f_i$. An activity $i$ has a set of predecessors $J_i \subset N$, and the starting time of activity $i$ must be larger than the starting time of all predecessors of $i$. There is a set $N_e \subseteq N$ of exclusive activities. While processing an exclusive activity, the resource can not process other activities. The problem consists in allocating a number of resources to each activity $i$ such that $c_{ki}$ is satisfied for all $k$, and finding a starting time $s_i$ for every activity, so that the makespan $m = s_N$ is minimized.

2.2 Genetic algorithm approach

Our goal is to assign resources and starting times to activities in such a way that the total duration of the operation, that is, the makespan of the project, is minimized. To this end, we developed a GA. GAs were first introduced by Holland. Inspired by evolutionary biology, GAs start with an initial population of solutions (individuals), and then seek to find better solutions by repeatedly modifying the population. At each step, the population is divided into pairs of parents to produce children through the crossover operator. The mutation operator is used to introduce variability to the population. The selection procedure evaluates the children to decide which individuals will survive in the population. Over successive generations, the population evolves toward better solutions. In the following sections we describe the different parts of our GA. We start by describing the representation of the individuals, before we reveal the details about the GA operators.

2.3 Representation of the individuals

In Hartmann, different ways of representing the individuals in GAs for the RCPSP are examined. They conclude that the activity list-based GA performs best. There, individuals are represented by precedence feasible activity lists. Precedence feasible means that for each activity $i$ in the list, every predecessor of $i$ has to be before $i$ in the list. Hartmann and Kolisch concluded from experimental tests that activity list-based procedures outperformed other procedures. In our case, an individual consists of a precedence feasible activity list, and a corresponding list of lists, containing the resource assignment of the activities. All individuals in the population are feasible.

2.4 Initial population

The individuals in the initial population $POP$ are generated through a two-phase procedure. In the first phase we generate an ordered list of activities, and in the second phase we assign resources to the activities. The activity list is generated through a procedure based on the serial schedule generation scheme (SGS), as explained by Kelley, Kolisch, and Hartmann, which produces a precedence feasible activity list. The procedure starts by determining the set $S$ of currently selected activities, which in the beginning is empty. Then the set $E$ of eligible activities is determined, that is, those activities that do not have any predecessors, or whose predecessors are already in $S$. From the set $E$, one activity is picked randomly and put in $S$. Then the set $E$ is re-determined. This process is repeated until all activities are selected. The dummy end activity represents the end of the project. All other activities are set as predecessor activities of the end activity. After the generation of the activity list, resources are assigned to each of the activities. For each skill requirement of each activity, resources are drawn randomly until the skill quantity requirement is satisfied. The algorithm assumes that
the skill quantity requirement can be covered by the available resources. Based on the activity list and the resource assignment, the earliest possible starting times of each activity are determined through a scheduling procedure. The starting time of each activity will depend on the activity’s precedence relations, release date, deadline, location, exclusiveness, the assigned resources’ traveling times, and the resource hierarchy (since resources in the same resource unit must be in the same location). Since these calculations have to be repeated for each individual in each generation, it inevitably has a large impact on the run-time of the algorithm.

2.5 Crossover

The crossover operator is used to add new solutions to the population. We chose to use a two-point crossover operator. The population \( \text{POP} \) is divided into pairs of parents (a mother and a father). For some probability \( p_{\text{cross}} \), the pair is chosen for crossover to make two children that are added to the set of children \( CHI \). If the pair is not chosen, the parents are added to \( CHI \) unchanged. The two-point crossover procedure works as follows.

Two random integers \( q_1 \) and \( q_2 \) are drawn, with \( 1 \leq q_1 < q_2 \leq N \), where \( N \) is the number of activities. The first offspring is determined in the following way: the first \( q_1 \) activities and its respective resources are taken from the mother. The next \( q_2 - q_1 \) are taken from the father. If an activity from the father has already been taken from the mother, this activity is skipped, and the next one is picked instead. Finally, the remaining activities are taken from the mother. The second offspring is determined in the same manner, but the first \( q_1 \) activities are chosen from the father instead of the mother, the next \( q_2 - q_1 \) from the mother, and so on.

When the two-point crossover scheme is applied to precedence feasible activity lists, the offspring will also be precedence feasible. This is proven by Hartmann. Both the one-point crossover, used by, for example, Elloumi and Fortemps, Peteghem and Vanhoucke, and Okada et al., and the two-point crossover, as described by Hartmann, Alcaraz et al., and Lova et al., are commonly used in the literature. Both may perform well.

2.6 Resource mutation

As several resources may possess the skills necessary to perform a certain task, we introduce resource mutation as a way of adding variability into the population. With a probability of \( p_{\text{mut}} \), an individual in \( CHI \) is chosen for resource mutation. If chosen, one of the activities in the individual is drawn randomly, and new resources are assigned to this activity. Another common way to model mutation is to decide for every activity of the selected individual whether there should be a mutation. This type of mutation is done by, for example, Lova et al. and Elloumi and Fortemps.

2.7 Activity mutation

With a probability of \( p_{\text{act}} \), an individual in \( CHI \) is chosen for activity mutation. If chosen, a random activity is picked and swapped with the activity to the left if this does not violate the precedence relations between the activities.

2.8 Location-based adaptation

In our problem, the resources travel between locations. If it is possible to do several activities in one location at the same time or in sequence before traveling to another location, this might contribute to a shorter duration of the total project. We found that the algorithm consequently performs better if we add a procedure that tries to place activities close to each other in the activity list if these activities are to be processed in the same location. To avoid convergence, we chose not to do this in every generation. Instead, we applied the location-based adaptation in every \( g_{\text{adapt}} \) generation. The location-based adaptation works as follows: starting with the leftmost activity in the activity list, for every activity \( i \), activity \( j \neq i \) in the list that is processed in the same location as activity \( i \) and that has no precedence relations, is moved to the spot right next to activity \( i \) in the activity list.

2.9 Fitness computation

After crossover, mutation, and location-based adaptation, the earliest possible activity starting times are calculated for the individuals in \( CHI \). The objective of our model is to minimize the makespan of the project. Therefore, the fitness of the individual is equal to the individual’s makespan. However, we add a small penalty for starting activities later than their deadlines. Instead of having hard deadline constraints, we used the deadline approach to provide diversity, that is, to avoid convergence in the population, which is important in the GA. Through experiments, we found that adding a fixed penalty of two time steps for each overdue activity was sufficient to provide good results. This means that the total fitness is the sum of the makespan and the penalties for not making the deadlines. Thus, the algorithm will try to avoid solutions that do not meet the deadlines.

2.10 Selection

The last step to obtain the new generation is to select the best \( |POP| \) individuals from \( POP \cup CHI \). There are several ways to do this, but in our algorithm we keep the best \( |POP| \) individuals and discard the rest.
2.11 Computational experiments

The purpose of the computational experiments was to investigate the performance of the algorithm on problem instances of different sizes, and to compare the performance with that of the mathematical model given by Fauske,20 which we implemented in the commercial solver CPLEX. To this end, we generated two different realistic data sets based on the principles described below.

2.12 Data set generation

In both data sets we used the same force structure for all instances. This structure is described below. Also, all instances are based on the type of operation we described earlier in this paper. In Case set 1 we generated 20 random, but realistic, instances. These instances represent an operation with 25 activities, where the last activity is a dummy end activity. As an operation using the given force structure might include more activities, we also generated a second case set. In Case set 2 set we generated 10 instances, each representing an operation with 35 activities, where the last activity is a dummy end activity. The activity durations, activity skill requirements, the location for each activity, and precedence relations were generated randomly for every instance.

Our force structure consists of four battalions (resource units), each with three underlying companies. In addition, there are six aircraft available. We assume that supporting resources (e.g., medical, logistics, and Command and Control Information System) have dedicated tasks, and are therefore not included in the scheduling. Each company has five skills, and the types of skills they possess vary among them. Each aircraft has two different skills. There are 12 locations. All army units have the same traveling time between locations, while the aircraft have negligible traveling times. The operation has two phases in all instances in Case set 1, and three phases in all instances in Case set 2. Activity durations vary between one and three time steps, and each activity requires between one and three skills. The chance of an activity being assigned a precedence activity was 0.3. With a probability of 0.6, an activity was set to be an exclusive activity.

We implemented the GA in MATLAB, on a computer with a 2.90 GHz Intel(R) Core(TM) i7-3520M CPU, running the 64-bit Windows 7 operating system. In addition to solving each instance with the GA, we tried to solve them mathematically using CPLEX. We set the time limit to solving each instance with the GA, we tried to solve the 64-bit Windows 7 operating system. In addition to solving each instance with the GA, we tried to solve them mathematically using CPLEX. We set the time limit to 1 hour, as run-times longer than this would soon become impractical in a real planning situation.

2.13 Configuration of the algorithm

Finding a good configuration of the GA means choosing good values for the parameters $|POP|$, $p_{cross}$, $p_{mut}$, $p_{act}$, and $g_{adapt}$. After investigating the cases we generated, we saw that the optimal parameter value configuration is somewhat case dependent, and we conclude that in a real-life planning context some testing must be done for the best configuration for the specific problem. In this paper, however, we use the same parameter configuration for all instances in a case set. Table 1 shows this configuration. We did experience that increasing the number of individuals also increased the number of optimal values found, but it also increased the run-times significantly. The choice of parameter values must balance the need for good solutions and the need for shorter run-times. We found that using 1200 individuals was a good choice for Case set 1, and 2000 was a good choice for Case set 2. We stopped the algorithm after 150 generations, because we did not see any improvements in solutions after such a number of generations.

### Table 1. Best parameter value configuration for the genetic algorithm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>POP (small case set)</td>
<td>1200</td>
</tr>
<tr>
<td>POP (large case set)</td>
<td>2000</td>
</tr>
<tr>
<td>$p_{cross}$</td>
<td>1.0</td>
</tr>
<tr>
<td>$p_{mut}$</td>
<td>0.6</td>
</tr>
<tr>
<td>$p_{act}$</td>
<td>0.8</td>
</tr>
<tr>
<td>$g_{adapt}$</td>
<td>3</td>
</tr>
</tbody>
</table>

3. Results

3.1 Case set 1

CPLEX found proven optimal values in nine of the 20 cases in this case set. In the remaining 11 cases, feasible solutions were found, but they were not proven optimal. For most cases, the GA did not find the optimal value every time we ran the case. Therefore, we ran each case 10 times, and we recorded how many times the optimal value was found. Table 2 shows the results of all of these runs. In 19 of the 20 cases, CPLEX and the GA found the same best value. In the remaining case (case 9), the GA found a better solution than CPLEX. On average, the GA found the best solution in 7.35 of 10 runs, after 5.6 minutes. This involved calculating 80,464 individuals, over 66.7 generations, on average. This indicates that the stopping criteria of 150 generations will, on average, be quite large.

In a few of the cases, CPLEX outperformed the GA by finding proven optimal solutions after a short amount of time. However, the GA is a safer choice, as its performance is more stable. This is especially true if we look at the results from Case set 2.
3.2 Case set 2

In a real planning situation, we assume that it would, in many cases, be impractical to run the GA many times. For Case set 1 we chose to run the GA several times to illustrate the number of times it could find the optimal solution. For Case set 2, we only run each case once, to simulate a real planning situation. The results from Case set 1 showed us that the GA will probably not find the optimal solution every time we run a case. Therefore, we do not expect to necessarily find the optimal solution when running the GA only once. Our main interest in Case set 2 is therefore to check if the GA outperforms the mathematical model implemented in CPLEX, when run only once.

The results from running Case set 2 are shown in Table 3. In this case set, there was only one case (case 7) where CPLEX found a proven optimal solution within the time limit of 1 hour. In four of the cases, CPLEX did not find feasible solutions. Of the six cases where CPLEX found feasible solutions, the GA found better solutions in three. In the other three cases, CPLEX and the GA found equally good solutions. The run-times for the GA varied between 9.2 and 23.0 minutes, which is quite acceptable in a real planning context.

Table 2. Results from solving Case set 1 with the genetic algorithm in MATLAB and with a mathematical model in CPLEX. Run-time values are given in minutes.

<table>
<thead>
<tr>
<th>Case</th>
<th>CPLEX</th>
<th>Genetic algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Run-time</td>
<td>Lower bound</td>
</tr>
<tr>
<td>8</td>
<td>1.7</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>2.5</td>
<td>17</td>
</tr>
<tr>
<td>20</td>
<td>6.0</td>
<td>16</td>
</tr>
<tr>
<td>12</td>
<td>8.4</td>
<td>18</td>
</tr>
<tr>
<td>1</td>
<td>15.2</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>20.3</td>
<td>17</td>
</tr>
<tr>
<td>11</td>
<td>22.7</td>
<td>16</td>
</tr>
<tr>
<td>15</td>
<td>29.4</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>51.6</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>60.0</td>
<td>15</td>
</tr>
<tr>
<td>5</td>
<td>60.0</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>60.0</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>60.0</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>60.0</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>60.0</td>
<td>21</td>
</tr>
<tr>
<td>14</td>
<td>60.0</td>
<td>17</td>
</tr>
<tr>
<td>16</td>
<td>60.0</td>
<td>18</td>
</tr>
<tr>
<td>17</td>
<td>60.0</td>
<td>15</td>
</tr>
<tr>
<td>18</td>
<td>60.0</td>
<td>16</td>
</tr>
<tr>
<td>19</td>
<td>60.0</td>
<td>17</td>
</tr>
<tr>
<td>Mean</td>
<td>40.9</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Results from solving Case set 2 with the genetic algorithm in MATLAB and with a mathematical model in CPLEX.

<table>
<thead>
<tr>
<th>CPLEX</th>
<th>Genetic algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
<td>Lower bound</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
</tr>
<tr>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>6</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>31</td>
</tr>
<tr>
<td>10</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
</tr>
<tr>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>5</td>
<td>x</td>
</tr>
<tr>
<td>8</td>
<td>x</td>
</tr>
<tr>
<td>9</td>
<td>x</td>
</tr>
</tbody>
</table>
The results from Case sets 1 and 2 show us that the GA we developed is suitable for solving the complex troops-to-tasks problem we defined in this paper. It finds good solutions to the problem within a time frame that is acceptable in a real planning context. However, in each planning situation, some effort must be made to find a good parameter configuration of the algorithm, which will add to the time consumption. The main advantage of the GA compared to a mathematical approach will be the ability to find feasible solutions for larger problem instances.

The performance of the GA is stable and, with only a few exceptions, it outperforms the mathematical model in the cases we developed for this paper.

4. Conclusions

In this paper, we designed a GA for solving the troops-to-tasks problem in a high-intensity military land operation. We compared the performance of the GA with that of a mixed integer linear programming model solved by a commercial solver. In contrast to CPLEX, the GA found feasible solutions within an acceptable time frame for every case in our two case sets. We introduced a location-based adaptation to the GA, which consequently made the algorithm perform better. Our study shows that the GA is suitable for solving troops-to-tasks problems in military operational planning, and in long-term defense planning. To our knowledge, there has not been any previous attempts to solve the troops-to-tasks problem by means of automatic tools. The two case sets we used in our computational experiments are available upon request to anyone who would wish to develop new algorithms for solving the problem we presented.
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