Pixel scaling in infrared focal plane arrays
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We discuss effects that arise in pixels of IR focal plane arrays (FPAs) when pixel size scales down to
approach the wavelength of the incident radiation. To study these effects, we perform first-principles
electromagnetic simulations of pixel structures based on a mercury—cadmium—telluride photoconductor
for use in FPAs. Specifically, we calculate the pixel quantum efficiency and crosstalk as pixel size scales
from 16 pm, which is in the range of current detectors, down to 0.75 pm, corresponding to subwave-
length detectors. Our numerical results indicate the possibility of wavelength-size (~4 pm) and even
subwavelength-size (~1 pm) pixels for IR FPAs. In addition, we explore opportunities that emerge for
controlling light with subwavelength structures inside FPA pixels. As an illustration, we find that the
low-pass filtering effect of a metal film aperture can exemplify the impact and the possible role that

wavelength-scale optics plays in very small pixels.
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1. Introduction

The current trend in focal plane arrays (FPAs) for
IR imaging systems is toward smaller pixels. For
fixed-FPA size, this enables larger pixel counts and
increased spatial sampling. In turn, it can provide
recorded images with improved spatial resolution
if the imaging lens does not limit resolution. Pixel
sizes in FPAs used in mid-wave IR (MWIR, 3-5 pm)
and long-wave IR (LWIR, 8-12 pm) systems are being
reduced below 20 pm, approaching the diffraction
limit of conventional imaging optics. On the other
hand, even a diffraction-limited pixel size is still re-
latively large compared with the feature sizes that
can be achieved with state-of-the-art nanofabrication
approaches. Thus, it is generally interesting to inves-
tigate pixel scaling beyond the diffraction limit, as
well as to study opportunities for new functionalities
in FPA pixels using wavelength- and, perhaps even,
subwavelength-scale optics that are enabled by
modern nanofabrication [1-4].
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We note that a similar scaling trend has occurred
for pixels in solid-state image sensors based on
silicon photodetectors, where complementary metal—
oxide—semiconductor (CMOS) technology has be-
come the de facto standard for implementing image
sensors for visible imaging applications. Although
the scaling of CMOS technology can improve the
performance of image sensors in a variety of ways
[5], it primarily has been used to decrease pixel size
and increase spatial resolution [5,6]. The scaling of
image sensor pixels requires careful attention to
light propagation within the pixel and has been
analyzed with rigorous electromagnetic field simula-
tions [7-11].

In this paper, we study the scaling of simple pixel
structures for IR FPAs using first-principles electro-
magnetic simulation techniques and electronic de-
vice models that have been applied successfully in
the design and analysis of CMOS image sensors.
Using techniques from the field of nanophotonics, we
also explore opportunities that emerge for control-
ling light with subwavelength optics in very small
FPA pixels.



2. Models and Methods

In this section, we describe the model for the FPA
pixel structure. It consists of a two-dimensional (2D)
pixel cross section with associated geometry and
material descriptions. We then identify quantum ef-
ficiency (QE) and crosstalk as performance metrics
for the pixel study. Finally, we detail the first-
principles electromagnetic simulation and pixel
analysis procedures.

A. FPA Pixel Model

A prediction of FPA pixel performance requires a de-
tailed understanding of the pixel properties. These
are captured by using a physically accurate FPA pixel
model. Such a model consists of both material
descriptions and a description of the pixel structure
geometry. The material descriptions can be in the
form of materials models or be based on empirical
measurement data obtained by a spectral character-
ization of the optical properties of the pixel materials.

With the notable exception of microbolometers, IR
FPAs generally are fabricated from materials other
than silicon, including narrow-gap semiconductors
and intersubband-absorbing layered quantum struc-
tures. The photosensitive volume of an IR FPA pixel
is normally a photodiode, but a photoconductive
mode of operation often is used for linear or one-
dimensional (1D) arrays and few-element detectors
[12] as well as for quantum-well photodetectors [13].
An IR FPA pixel typically also includes a substrate,
metallic contacts, and additional layers, such as
passivation, antireflection coatings, or adhesives.
A CMOS readout circuit normally is part of an IR
FPA assembly, but outside the optical path that is of
interest in this work.

As an example pixel structure, we consider an
Hg,_,Cd,Te (mercury—cadmium-telluride, MCT)
photoconductive pixel shown in Fig. 1. A gold film
is deposited on an MCT layer, patterned to form elec-
trical contacts that also delineate the active area of
the detector. The MCT layer is supported either by its
epitaxy substrate or by a sapphire wafer as shown.
The main application for this type of detector is in
scanned linear arrays and single detector elements.

IR illumination

Gold contacts

/

Active detector area
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Fig. 1. Hg,_,Cd,Te (MCT) photoconductive pixel for use in IR
FPAs. Cross section of the pixel structure comprising an MCT
layer with gold contacts on a sapphire substrate. The entire pixel
structure typically measures 20-50 pm laterally and 4-10 pm
vertically.

Although 2D detector arrays are commonly used, the
photoconductive device is interesting for an explora-
tory study because it incorporates metal layers on
the input side that may be patterned to form (sub)
wavelength-scale optical structures and, at the same
time, a photoconductor-based pixel may be more
easily within reach for experiments. Moreover, the
architecture is well adapted to cross-sectional simu-
lation being essentially a 2D device.

This study considers pixels with a photoconductor
width (distance between the gold contacts) ranging
from 16 to 0.75 pm. This allows us to span a wide
range of detectors, ranging from those found in cur-
rent FPA pixels all the way to deep-subwavelength
detectors. The photoconductor fills the areas between
the electrical contacts, which are represented by a
gold film of thickness 1 pm, but the MCT also extends
below the gold contacts for a total thickness of
10 pm. This is representative of typical MCT layer
thicknesses.

B. Performance Metrics: Pixel Quantum Efficiency and
Pixel Crosstalk

To evaluate the pixel performance, we compute pixel
QE and pixel crosstalk, starting from the simulated
electromagnetic field patterns. Both of these mea-
sures have an optical and an electrical component.
Pixel QE is defined as the product of optical efficiency
and internal QE. The former is the fraction of optical
power incident on the surface of each FPA pixel that
reaches the intended photodetector [14]. The latter is
the efficiency with which the FPA photodetector con-
verts the incident photons into electrons, which then
are collected to form an electrical signal. Pixel cross-
talk is similarly defined as the product of two parts:
the optical crosstalk—that is, the fraction of optical
power incident on each FPA pixel that reaches the
photodetectors in adjacent pixels [14]; and the frac-
tion of the photons that subsequently is converted
into electrons and collected by the neighboring pixel’s
detector.

C. Simulation Method

Analytical approximations based on ray optics often
can be used to estimate the performance of photode-
tectors. When FPA pixels have a size comparable to
the wavelength, however, first-principles methods
for solving Maxwell’s equations must be used to cal-
culate the distribution of the electromagnetic fields
inside the pixel. Here, we use a finite-difference
frequency-domain (FDFD) approach in which the
electromagnetic fields are calculated by solving a
large sparse linear system derived from Maxwell’s
equations [15]. FDFD is a powerful tool, used in the
field of nanophotonics, to explicitly determine the
electric and magnetic fields at every point when elec-
tromagnetic radiation (light) is incident on an optical
or optoelectronic structure.

The incident light is modeled as a plane-wave ex-
citation in air just above the FPA pixel structure.
This is representative of a uniform beam with a
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lateral extent much larger than the pixel size. The
FDFD calculations are performed at each frequency.
Material properties are described by measured
permittivities, thus directly taking into account ma-
terial dispersion as well as loss without need for dis-
persive material models. The wavelength range of
interest here, between 4 and 10 pm, is sampled about
80 times (linearly spaced in frequency). This is a good
compromise between achieving good spectral resolu-
tion and maintaining a reasonable calculation time.
For the spatial sampling of the simulation domain,
we use a 10 nm grid in the vertical direction and a
grid size between 30 and 800 nm in the horizontal
direction, depending on the size of the simulation
domain for different size pixels. The simulation
domain is terminated with perfectly matched layers
in the vertical direction and with periodic boundaries
in the horizontal direction [16]. Conveniently for our
use, the periodic boundaries can be interpreted as
representing adjacent pixels in a FPA configuration
(albeit in a direction orthogonal to the normal 1D
array architecture).

As an example, Figs. 2(a) and 2(b) show the electric
field profile inside the pixel cross section when illu-
minated by transverse electrically (TE) polarized
light (electric field perpendicular to the pixel cross
section) with wavelengths above and below the MCT
bandgap cutoff. This polarization is relevant for pixel
scaling, because the aperture size limits the wave-
lengths for which efficient light throughput is possi-
ble. Moreover, this allows us to make predictions for
fully 3D pixels used in 2D FPAs as this effect also
occurs for unpolarized light incident on pixels with
finite size in two transverse dimensions. The MCT
bandgap can be varied over a wide range by choosing
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Fig. 2. Electric field profile inside an MCT photoconductive pixel
(10 pm thick MCT layer, 16 pm wide detector, and 1 pm thick gold
contacts). The fields are due to normally incident, transverse-
electrically (TE) polarized radiation at a wavelength of (a) 4 pm
and (b) 10 um. Bright areas correspond to large field magnitudes
and dark areas to small field magnitudes.
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the Cd mole fraction x. Here, we use tabulated ma-
terial data for Hg;_,Cd,Te with x = 0.2 and a band-
gap corresponding to a cutoff wavelength of 7 pm at
room temperature [17]. This ensures that wave-
lengths from well above to well below the bandgap
fall within the spectral range of ambient thermal ra-
diation. Adaptation to the atmospheric transmission
spectrum would be necessary in most applications.
Figures 2(a) and 2(b) show the magnitude of the elec-
tric field. Bright areas correspond to large field mag-
nitudes and dark areas to small field magnitudes.
The electric field profiles illustrate that incoming
light is absorbed close to the detector surface for
wavelengths well below bandgap cutoff, whereas
light at wavelengths longer than the bandgap cutoff
is transmitted through the MCT layer and into the
substrate. Diffraction effects from the aperture (deli-
neated by the gold contacts) are seen clearly in the
field maps, already illustrating the utility of detailed
field simulations.

D. Quantum Efficiency and Crosstalk Calculation

We characterize the pixel performance by its QE and
by the crosstalk to neighboring pixels. These quanti-
ties can be derived from the electric field maps and
the electrical properties of the detector. Because the
emphasis is on optical aspects, we do not use a de-
tailed electrical model of a specific detector device.
We consider quantum detectors without gain, where
the QE is defined as the fraction of incoming photons
that produce a photoelectron at the electrical output.
Instead of a full electrical model for a particular
device, we approximate the device behavior by as-
suming that the active volume is the region directly
underneath the detector aperture, as illustrated in
Fig. 3. All photons absorbed in this volume are as-
sumed to generate a photoelectron, which also is col-
lected. Thus, the QE estimates represent only optical
losses resulting from absorption outside the defined
active volume or transmission through the device.
This is a reasonable approximation for a photocon-
ductor in the high-bias “sweep-out” limit. The optical
effects discussed here are present in other device ar-
chitectures. In particular, charge collection efficiency
is likely to be high for detectors with a very small ac-
tive volume, regardless of whether it is electrically a
photoconductor or a photodiode. For the photon rate,
we take as reference the rate of photons arriving at
the detector aperture.

Detector size
>

Fig. 3. QE model for an MCT photoconductive FPA pixel. QE is
based on a simple device model where collection efficiency is
assumed to be unity in the MCT volume below the active area
of the detector, and zero elsewhere.



Under these assumptions, the QE is most readily
expressed as a ratio of absorbed to incident optical
power, starting from the simulated electromagnetic
field patterns of a monochromatic wave. The incident
power is obtained by integrating the component of

the Poynting vector of the incoming wave, §mc, along
the surface normal 77 over the detector area Agy:

= - A
Pinc = / Sinc -ndA = det A/ 8incEi2nc cos 0, @8]
Adet ZO

where Z; is the impedance of free space and ¢;, is the
relative permittivity of the incident medium, which
is assumed to be nonmagnetic and nonabsorbing. E;,,.
is the electric field strength and 6 is the angle of
incidence of an incident plane wave.

In a classical electromagnetic sense, the absorbed
power in the active detector volume, V4, of the FPA
pixel is the power dissipated by the field due to the
detector material’s conductivity o, which is related to
the complex dielectric constant € by 6 = w Im(¢). This
gives

Py = /// oE%dV = wep Im(eget) /// E?dV,
Vet Vet

(2

where E is the spatially varying electric field taken

from first-principles electromagnetic field simula-

tions, w is the angular frequency of the wave, and ¢4¢;

is the relative permittivity of the detector material

(assumed to be homogeneous and nonmagnetic).
The pixel QE becomes

n = PabS — 0)80Z0 Im(gdet) /// ( E )zdv’ (3)
P inc A/ €incfidet Vet Einc

where the integral is evaluated numerically from the
simulated electric field pattern. As noted, Eq. (3) re-
presents the optical QE and assumes a simplified
electrical device model with ideal charge collection
in the active volume.

Pixel crosstalk through the detector material can
be estimated by a similar integration over a different
volume taken to represent a neighboring pixel but
covered by the gold layer, as shown in Fig. 5 and
discussed in Section 3.B.

3. Results

This section describes the results of the QE and
crosstalk calculations for photoconductive FPA pix-
els of varying pixel sizes subject to IR radiation
between 4 and 10 pm (MWIR and LWIR).

A. Quantum Efficiency

Figure 4 shows the QE spectra for pixels with a de-
tector width (between contacts) ranging from 16 pm,
in the range of current FPA detectors, to 0.75 pm,
corresponding to subwavelength-size detectors.

Quantum Efficiency (QE)
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Fig. 4. QE for FPA pixels with a detector width (contact separa-
tion) ranging from 0.75 to 16 pm. (a) QE as a function of wave-
length. The dashed gray curve, from an independent thin-film
calculation, represents absorption in an MCT layer without gold
contacts. (b) Mean QE over the wavelength range of 4-10 pm as
a function of detector width. The dashed gray curve represents
mean absorption in an MCT layer without gold contacts.

In Fig. 4(a), the QE is plotted versus wavelength
across the MCT bandgap cutoff. For comparison,
the spectrum of absorption by an MCT layer without
gold contacts is shown as a dashed gray curve. It is
obtained independently from an analytical 1D calcu-
lation based on a transfer matrix method for thin-
film stratified media [18]. The spectrum coincides
with the numerical FDFD simulation results for a
wide range of (finite) detector sizes. We also observe
peaks around 8 pm resulting from the periodic
boundaries in the numerical results, which are repre-
sentative of the FPA periodicity. The gold contacts do
not significantly influence the spectral QE for devices
as small as 4 pm (wavelength size). For detector
widths smaller than 2 pm (subwavelength size), the
spectral QE cuts off at shorter wavelengths. This is
due to the short-pass spectral behavior of the aper-
ture containing detector material between the metal
contacts, which occurs when the fundamental propa-
gating TE mode supported by the aperture goes into
waveguide cutoff. For a 0.75 pm wide detector, the
wavelength at which the spectral QE starts to cut
off is dictated by the waveguide cutoff, which is about
2 pm shorter than the bandgap cutoff.

In Fig. 4(b), the mean QE over the 4-10 pm spec-
tral range is shown as a function of detector width.
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The mean QE is approximately constant for detector
widths down to 4 pm and starts to fall off for widths
smaller than 2 pm (transition from bandgap to wave-
guide cutoff). The QE results indicate the possibility
of meaningfully shrinking IR FPA pixels down to the
wavelength and even subwavelength scale (1-2 pm).
The spectral filtering effected by the aperture con-
taining detector material is a basic example of the
possibility of implementing optical functions using
metal layers in proximity to the active volume of a
detector inside FPA pixels.

B. Crosstalk

Even if a subwavelength pixel could be made, cross-
talk between FPA pixels could be a challenge. We
consider the case in which neighboring pixels contain
different filtering optics (e.g., for spectral or polari-
metric imaging), so that crosstalk resulting from
diffraction blur of the imaging optics is not a concern.
With decreasing pixel size, however, the risk of cross-
talk increases due to propagation of light within the
detector structures. Electrical isolation, such as a
gap (vacuum) between pixels, may prevent or limit
crosstalk by diffusion of carriers, but it does not pre-
vent optical crosstalk at these small scales because
the extent of the evanescent fields is comparable to
pixel pitch. In our simple architecture, optical cross-
talk can be estimated by integrating the absorption
in a volume corresponding to a neighboring pixel but
covered under the gold layer. We assume for simpli-
city that the pixel pitch is twice the detector width.
This volume is indicated in Fig. 5. Figure 6 shows
the resulting crosstalk estimates for pixels with a de-
tector width ranging from 0.75 to 16 pm. In Fig. 6(a),
crosstalk is expressed as a spectral QE. In Fig. 6(b),
crosstalk QE is averaged over wavelengths from 4 to
10 pm as a function of detector width.

For detector widths larger than 4 pm, the crosstalk
occurs for long wavelengths because these are able to
pass through the aperture and propagate relatively
far laterally in the MCT layer due to their weak ab-
sorption in the detector material. For detector widths
smaller than 1 um, the wavelengths near the bandgap
are filtered out by the aperture. The shorter wave-
lengths still propagate through the detector aperture
and contribute to some crosstalk. The amount of
crosstalk is moderate, however, remaining at a

Pixel pitch
— >

Crosstalk volume representing neighboring pixel in a 2D FPA

Fig. 5. Optical crosstalk model for an MCT photoconductive FPA
pixel. Optical crosstalk can be estimated by integrating the
absorption in a volume corresponding to a neighboring pixel, but
covered under the gold layer. We assume for simplicity that the
pixel pitch is twice the detector width.
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Fig. 6. Crosstalk for FPA pixels with a detector width ranging
from 16 to 0.75 pm. The pixel pitch is taken to be twice the detector
width. (a) Spectral crosstalk QE given as a function of wavelength,
and (b) mean crosstalk QE over the wavelength range of 4-10 ym
as a function of detector width.

manageable level of a few percent for detector widths
that are 5-10 times smaller than the wavelength. The
low levels of crosstalk are due to the strong absorp-
tion of the MCT material at photon energies well
above the bandgap. Hence, our results constitute
encouraging evidence for the possibility of using FPAs
with subwavelength pixels provided that the absorp-
tion is sufficiently strong. For example, the results for
the smallest pixel size in Fig. 4 indicate a responsivity
cutoff suitable for detection in the atmospheric trans-
mission band ~3-5 pm wavelength. Reducing the
bandgap to achieve strong absorption may have the
disadvantage of requiring a lower temperature of
operation for the detector, but this may be offset by
the large design space that would be opened by sub-
wavelength detector elements.

4. Conclusion

This paper has illustrated challenges and possible
opportunities that arise in IR FPAs when pixel size
scales down to the single wavelength range. Using
first-principles electromagnetic simulations of pixel
structures based on an MCT photoconductor, we cal-
culated the pixel QE and crosstalk as pixel size scales
from 16 pm, in the range of current FPA detectors,
down to 0.75 pm, corresponding to subwavelength de-
tectors. Our simulation results indicate the possibility



of wavelength-size (~4 pm) and even subwavelength-
size (~1 pm) pixels. The article also explored op-
portunities that emerge for controlling light with
subwavelength optics in very small pixels. Here,
the low-pass filtering effect of the aperture is a
good example of the impact and possible role that
wavelength-scale optics can play in very small pixels.
Crosstalk between pixels in this case may be miti-
gated by using a strongly absorbing detector material.

This work was supported in part by a Defense
Advanced Research Projects Agency (DARPA) grant
(No. W911NF-12-1-0281).
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