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We highlight the important roles the direct spin-orbit coupling (DSO), the spin-vibronic coupling (SV) and the dielectric
constant of the medium play on the reverse intersystem crossing (RISC) mechanism of the TXO-TPA and TXO-PhCz
molecules. To understand this complex phenomenon, we have calculated the RISC rate constant, kRISC, using a time-
dependent correlation function-based method within the framework of second-order perturbation theory. Our computed
kRISC in two different solvents, toluene and chloroform, suggests that in addition to the DSO, a dielectric medium-
dependent SV mechanism may also have a significant impact on the net enhancement of the rate of RISC from the
lowest triplet state to the first excited singlet state. Whereas we have found that kRISC of TXO-TPA is mostly determined
by the DSO contribution independent of the choice of solvent, the SV mechanism contributes more than 30 percent to
the overall kRISC of TXO-PhCz in chloroform. In toluene, however, the SV mechanism is less important for the RISC
process of TXO-PhCz. An analysis of mode-specific nonadiabatic coupling (NAC) between T2-T1 of TXO-PhCz and
TXO-TPA suggests that the NAC values in certain normal modes of TXO-PhCz are much higher than those of TXO-
TPA and it is more pronounced with chloroform as a solvent. The findings demonstrate the role of the solvent-assisted
SV mechanism towards the net RISC rate constant, which in turn maximizes the efficiency of thermally activated
delayed fluorescence.

I. INTRODUCTION

Thermally activated delayed fluorescent (TADF) molecules
without metal-organic fragments have recently seen substan-
tial research interest because of their tantalizing prospects
for use in state of the art photonics1–10, photo-catalysis,11

bio-imaging12,13 and sensing,14. This interest has been due
to the fact that conventional prompt fluorescent molecules
have lower quantum efficiency than TADF molecules. After
electronic excitation and subsequent fast intersystem cross-
ing, the triplet excitons are lost either through heat dissipation
to the environment or via radiative decay to the ground
state, that is, phosphorescence. To improve the quantum
efficiency of TADF process, the key step is the harvesting
of triplet excitons vis-a-vis its transfer to an emissive singlet
exciton through reverse intersystem crossing (RISC). Strong
spin-orbit coupling (SOC) induced phosphorescence from T1
to S0 and triplet-triplet annihilation will play a detrimental
role on the triplet harvesting process, making it difficult to
achieve TADF. Recently, several experimental groups15–25

have designed various types of pure organic molecules that
promote triplet harvesting and the concurrent transfer of
the population from the triplet state to the emissive singlet
state, leading to efficient TADF processes. Additionally,
many theoretical and computational works26–34 have been
presented aimed at finding design principles for developing
new molecules exhibiting efficient TADF properties. Critical
examination of the hitherto existing literature suggests that
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in addition to the locally excited (LE) states, typical pure
organic TADF molecules display spatial separation of the
highest occupied molecular orbital (HOMO) on the donor
and the lowest unoccupied molecular orbitals (LUMO) on the
acceptor moieties. This leads to strong charge-transfer (CT)
character of the excited states, and these CT-type singlet-
and triplet-excited states often display small energy gaps
between the lowest excited singlet and triplet states, favoring
the up-conversion pathway from triplet to the excited singlet
state. In this context, the pioneering work of Adachi and
coworkers15,16,19,21,23,35 on metal-free organic CT molecules
is worth mentioning since their discovery opened a new
avenue for TADF-based third-generation light-emitting diode
materials.2,16 Ward et al.24 have monitored ∆ES1T1 and kRISC
constants of several molecules, which led to the conclusion
that the steric effect within the D-A part plays a vital role
in order to populate the S1 state from T1, thereby paving
the way to enhance the TADF quantum yield. Furthermore,
strong SOC between the first excited singlet and the triplet
states is also essential because reverse intersystem crossing
induced-TADF is an endothermic process. However, progress
in the area of photo-dynamics has established the fact that
apart from the factors mentioned above, a secondary mech-
anism known as spin-vibronic coupling10,26,36–47 between
S1 and various triplet states, could increase the chance of
RISC even in a situation where the energy gap between
the S1 and T1 states (∆ES1T1 ) is large and the SOC matrix
elements (SOCMEs) between these two states is vanishingly
small. In principle, organic systems having donor-acceptor
(DA) or donor-acceptor-donor (DAD) moieties should have
very small SOC between the S1 and T1 states because the
orbitals of the S1 and T1 electronic states in these systems are
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similar.43,48–51 In the spin-vibronic coupling mechanism, the
nonadiabatic coupling between T1 and T2 helps increase the
population of the T2 state and subsequent SOC-guided RISC
between T2 and S1 leads to an efficient TADF process.

The effect of spin-vibronic interactions on kRISC was first
pointed out by Gibson et al.40,44 It has been found37 that
spin-vibronic coupling-induced TADF efficiency is highly
sensitive towards the relative position of the energy levels
of the S1, T1 and T2 states. The involvement of more than
two triplet states in the spin-vibronic coupling-driven RISC
process in certain molecules has also been proposed.36,39,52

Moreover, careful theoretical analysis reveals that the
spin-vibronic contribution to the net kRISC could increase
significantly on going from gas phase to the solid state.26

Keeping in mind the role of all these factors on the
RISC mechanism, the present article is aimed at exploring
the importance of the direct SOC and second-order spin-
vibronic interactions in determining the net kRISC of two
well-known molecules, namely, TXO-TPA and TXO-PhCz.
We have considered these two organic molecules due to their
very high external quantum efficiency, making them good
candidates25,53 for TADF-based OLEDs and light-emitting
electrochemical cells (LEC). In particular, TXO-TPA ex-
hibits TADF-LEC properties53 with very high luminescence
efficiency. The ground-state geometries of TXO-TPA and
TXO-PhCz are depicted in Fig. 1.

To understand the dynamics associated with the reverse
intersystem crossing in these two systems, the time-dependent
correlation function-based formalism in the framework of
Fermi’s Golden rule has been used for the computation of
the kRISC at 300K. It should be mentioned here that the
correlation function-based approach have been implemented
by several research groups26,54–67 and using this formalism,
nonradiative decay constants, such as internal conversion
(IC), intersystem crossing (ISC) and RISC of several systems
have been calculated both in the Franck-Condon and beyond
Franck-Condon approximations.57,59 Moreover, Kim et al.26

have introduced the spin-vibronic coupling term to the net
kRISC formula through the incorporation of nonadiabatic
coupling between the states concerned. They have observed
that this coupling vector largely depends on the nature of the
two triplet or singlet states and the energy gap between them.
On the other hand, Marian et al.65 and Karak et al.68 have
considered the spin-vibronic interaction through the explicit
calculation of the derivative of the direct SOC with respect
to the normal mode coordinates and successfully applied
the method for calculating the rate constant of intersystem
crossing. Nevertheless, in the present work, we have adopted
the method developed by Kim et al.26. With our in-house
developed Fortran90 code,69 we have calculated kRISC of both
systems in two different solvents, namely, toluene and CHCl3.
The overall computational findings reveal that although kRISC
of TXO-TPA is almost fully determined by the direct SOC
between the T1 and S1 states, the spin-vibronic assisted
RISC proccess plays a significant role in determining the
net kRISC value of TXO-PhCz. These results also manifestly

reflect that spin-vibronic contribution towards the net kRISC
of TXO-PhCz is more prominent in CHCl3 than in toluene,
indicating that the solvent polarity can affect the factors
determining the spin-vibronic coupling appreciably. We
have considered low-polarity solvents such as toluene and
chloroform because it has been found that the second-order
spin-vibronic mechanism is more important in less polar
solvents.43

The remainder of this article is organized as follows:
Section II contains the theory for the calculation of kRISC.
In Sections III and IV, the computational details and the
numerical stability of the code are discussed. Results and
discussions are given in Section V. Finally, some concluding
remarks are presented in Section VI.

II. THEORY

1. Theory of Reverse Intersystem Crossing Rate

Employing second-order perturbation theory in combina-
tion with Fermi’s Golden rule one can express the rate con-
stant of the RISC rate as

kRISC =
2π

h̄Z ∑
i, j

e−βEvb j |Ĥ ′|2δ (−∆EST +Evb j −Evai), (1)

where i and j represent the vibrational levels of the a-th and
b-th electronic states, respectively. While ∆EST corresponds
to the singlet-triplet energy gap, Z and Ĥ ′ denote the vi-
brational partition function of the initial electronic state and
the Hamiltonian including spin-vibronic interaction, respec-
tively. β = 1

kT , where k and T are the Boltzmann constant and
temperature, respectively. The Hamiltonian including spin-
vibronic interaction can be written as

Ĥ ′ = ĤSO + ĤSV (2)

where ĤSO is the direct SOC operator and ĤSV denotes the
spin-vibronic (SV) interaction operator, which takes into ac-
count the non-Born-Oppenheimer contribution. In this case,
we have carefully excluded the vibrational spin-orbit coupling
contribution towards the net rate constant of RISC because re-
sults obtained from the previous studies reveal that the second-
order spin-vibronic mechanism is particularly important when
the population transfer to the S1 state from the T1 state is
small due to the weak spin-orbit coupling between them and
at the same time vibronic coupling between T2-T1 is strong.
This means that the faster reverse internal conversion through
nonadiabatic coupling between T2 and T1 will help transfer
the population to the S1 state from the T2 state. A detailed
discussion can be found in Ref. 43. Neglecting the direct
nuclear coordinate-dependent spin-orbit coupling, the explicit
inclusion of the spin-vibronic interaction can be done easily,
following the approach presented in Refs. 43 and 70, and the
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FIG. 1: The geometry of TXO-TPA (left side) and TXO-PhCz (right side).

resulting form of the matrix element of Ĥ ′ is given as

〈Sa,vai|Ĥ ′|Tb,vb j〉= 〈Sa,vai|ĤSO|Tb,vb j〉

+ ∑
n>b

∑
k

〈Sa,vai|ĤSO|Tn,vnk〉〈Tn,vnk| ∂

∂Q |Tb,vb j〉
ETn,vnk −ETb,vb j

(3)

where, Sa and Tb are the a-th singlet and b-th triplet states,
respectively. The vai, vb j and vnk indicates the i-th, j-th and k-
th vibrational level of the a-th, b-th and n-th electronic states,
respectively, and Q is the normal mode coordinate. Further-
more, the first term in the above equation represents the direct
SOC between the singlet and the triplet states while the sec-
ond term corresponds to the spin-vibronic term between the
triplet states coupled with the SOC between the singlet and
the triplet states.
Replacing the delta function in Eq. (1) by the Fourier integral,
that is,

δ (−∆EST +Evb j −Evai) =
1

2π

∫
∞

−∞

e−i∆EST
t
h̄ eiEvb j

t
h̄ e−iEvai

t
h̄ dt

(4)

and simultaneous substitution of Eq. (3) into Eq. (1) separates
kRISC into kDSO

RISC and kSV
RISC. We note that this separation is only

valid under the Condon approximation. A simplified form of
both contributions can be expressed as

kDSO
RISC =

|Hab
SO|2

h̄2Z

∫
∞

−∞

GDSO(t, t ′)e−i∆EST
t
h̄ dt, (5)

where Hab
SO = 〈Sa,vai|ĤSO|Tb,vb j〉, and

kSV
RISC =

1
h̄2Z

∫
∞

−∞
∑

m,m′
S′m,m′GSV(t, t ′;m,m′)e−i∆EST

t
h̄ dt. (6)

In Eq. (6), t ′ =− t
h̄ − iβ is the imaginary time and t is the real

time. S′m,m′ contains the products of the nonadiabatic coupling
matrix elements and SOC term, where m and m′ represents
the normal modes of the initial triplet state. In Eq. (5) and Eq.

(6), GDSO(t, t ′) and GSV(t, t ′;m,m′) imply the time-dependent
correlation function arising from the direct SOC and spin-
vibronic coupling, respectively. The detailed derivation and
analysis related to these above two equations are discussed in
previous work.26,55–57,61–63,67 The complete derivation of the
spin-vibronic part of the generating function (GSV(t, t ′;m,m′))
is also provided in the supplementary material. The explicit
form of these correlation functions can be written as

GDSO(t, t ′) =

√
det(SS)det(ST)

det(W)
exp(− i

2h̄
VTW−1V+

i
h̄

DTUD),

(7)

and

GSV(t, t ′;m,m′) = GDSO(t, t ′)×{ih̄Tr(XW−1)

+(W−1V)TX(W−1V)−YTW−1V},(8)

where,

SS =
ωS

sin(ωSt)

BS =
ωS

tan(ωSt)

ST =
ωT

sin(ωTt ′h̄)

BT =
ωT

tan(ωTt ′h̄)
(9)
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with

X(m,m′) =



0
.
.
.
0

−(BS)m,m(JTSTJ)m′

0
.
.
.
0

0
.
.
.
0

(BS)m,m(JTBTJ)m′

0
.
.
.
0

0
.
.
.
0

(SS)m,m(JTSTJ)m′

0
.
.
.
0

0
.
.
.
0

−(SS)m,m(JTBTJ)m′

0
.
.
.
0



,

(10)

W =

[
BS +JTBTJ −(SS +JTSTJ)
−(SS +JTSTJ) BS +JTBTJ

]
U = (BT−ST)

V =

[
JTUD
JTUD

]
,

(11)

and

Y(m,m′) =



0
.
.
.
0

(BS)m,m(JTUD)m′

0
.
.
.
0
0
.
.
.
0

−(SS)m,m(JTUD)m′

0
.
.
.
0



.

(12)

Here ST, BT, SS, BS, and U are all N×N diagonal matri-
ces, and the subscripts S and T refer to the singlet (S1) and
triplet (T1) states, respectively. W and X are 2N×2N ma-
trices whereas Y and V are 2N×1 column vectors. The
m-th row of the X matrix in Eq. (10) is denoted as
±(BS\SS)m(JT(ST\BT)J)m′ which follows from the mul-
tiplication of the m′th row of (JT(ST\BT)J)m′ matrix by
(BS\SS)m,m. The same notation is used in the formation of
the Y vector as written in Eq. (12). The frequencies of the
singlet (S1) and triplet (T1) states are given by ωS and ωT,
respectively. It should be noted that the normal mode coor-
dinates of the singlet and triplet states are connected by the
following relation,

QT = JQS +D, (13)

where J is the Duschinsky rotation matrix connecting these
two states through the displacement vector, D, and the trans-
pose of J in all the above equations is denoted by JT.
Using these equations, the total kRISC rate can be expressed as

ktotal
RISC = kDSO

RISC + kSV
RISC

=
1

h̄2Z

∫ +∞

−∞

(
|Hab

SO|2GDSO(t, t ′)+ ∑
m,m′

S′m,m′GSV(t, t ′;m,m′)

)
e−i∆EST

t
h̄ dt (14)

III. DISCUSSIONS ABOUT THE CODE DEVELOPMENT

Our developed Fortran90 code69 evaluates the correlation
function for both the direct SOC and SV part in the time do-
main and involves complex matrix multiplication, inverse and
determinant calculations. The most difficult part of Eq. (14) is
the evaluation of the correlation function for the spin-vibronic
term, where it is necessary to evaluate GSV(t, t ′;m,m′) for
each pair of normal mode frequencies (m,m′) at every time
step. In particular, the calculation of GSV(t, t ′;m,m′) for
20000 time steps on a single core requires almost 27.7 days for
a system having 165 normal modes and this could be achieved
by efficient parallelization of the code given that the corre-
lation functions at different times intervals are independent
of each other. In the present context, we have implemented
MPI parallelization only for the part of the code that computes
GSV(t, t ′;m,m′). We have used 120 cores from 4 computing
nodes and calculated GSV(t, t ′;m,m′) for both TXO-TPA and
TXO-PhCz molecules having 165 and 159 normal modes, re-
spectively. The wall times are reduced to 15.5 hrs and 13
hrs, for TXO-TPA and TXO-PhCz, respectively. The time-
dependent correlation functions are evaluated for 20000 grid
points in the time interval ranging from -10ps to +10ps. Since
we are interested in probing the effect of the spin-vibronic
coupling on the rate constant of RISC for the individual nor-
mal modes, we have transformed the generating function at
each time step to the frequency domain. The transformations
have been carried out using the FFTW3 package.71 The use of
a Lorentzian damping function with a small damping param-
eter of 50 cm−1 further ensures the decay of the correlation
function within a very short timescale (fs).
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TABLE I: Energy gap, spin-orbit coupling matrix element (SOCME) and norm of the nonadiabatic coupling vector (NACV) of
both TXO-TPA and TXO-PhCz in toluene as well as CHCl3 solvents.

System Solvent ∆ES1−T1 (eV) SOCMES1−T1 (cm−1) SOCMES1−T2 (cm−1) ∆ET1−T2 (eV) NACT2−T1 (bohr−1)
TXO-TPA touene 0.11 0.072 0.38 0.73 3.83

CHCl3 0.13 0.076 0.35 0.76 3.76
TXO-PhCz toluene 0.21 0.15 0.81 0.69 5.09

CHCl3 0.21 0.13 0.69 0.73 8.47

FIG. 2: The hole-particle states of (a) TXO-TPA and (b) TXO-PhCz in toluene solvent.

IV. GEOMETRY AND COMPUTATIONAL PERSPECTIVE

The ground state (S0) and all other excited (S1, T1 and
T2) states of both TXO-TPA and TXO-PhCz were optimized
using the 6-311G(d,p) basis in combination with the M0672

hybrid functional. The optimizations were carried out with
toluene and CHCl3 as implicit solvents and for this purpose,
we have used the polarizable continuum model (PCM)73

as implemented in Gaussian16.74 The computation of the
normal-mode frequencies has been done within the harmonic
approximation, which has certain limitations in captur-
ing the vibrational effects of through-space or long-range
charge-transfer systems. In order to check the suitability
of the selected exchange–correlation functionals, one more
functional, namely, PBE075 has also been considered, and the
relevant results are provided in the supplementary material.
Interestingly, range-separated exchange-correlation function-
als such as CAM-B3LYP76 and ωB97XD,77 fail to capture
the correct geometry of the T2 state of both TXO-TPA
and TXO-PhCz and as a result, restricting the choice of
functionals that can be used in geometry optimizations.

The calculations of mode-specific nonadiabatic coupling
matrix elements (NACMEs) between T2 and T1 is not
straightforward, and in the mode-specific representation, the
NACMEs between T2 and T1 can be expressed as

〈T2|
∂

∂Qk
|T1〉=

〈T2| ∂V
∂Qk
|T1〉

ET2 −ET1

(15)

where, V̂ is the electron-nucleus attraction operator and Qk
represents the normal coordinate of the k-th mode. ET2 −ET1
denotes the energy gap between the T2 and T1 states. To ex-
tract the NACMEs between the T2 and T1 states, we have
used solvent-optimized T2 geometries of both molecules and

the computations have been performed using the OpenMolcas
software78,79. The basis set chosen is 6-311G** and the ac-
tive space used CASSCF (6e/10o). After getting the Carte-
sian components of the non-adiabatic coupling vectors, we
have transformed it to the normal coordinate representation
as shown in Eq. (16).

〈T2|
∂

∂Qk
|T1〉= ∑

i
∑

j
LT

i j〈T2|
∂

∂qi j
|T1〉

1√
Mi

(16)

Here, i is the atomic index and j denotes the Cartesian
components (x,y and z) of an atom in a particular normal
mode, k. L is the eigenvector matrix of the mass-weighted
Hessian in Cartesian representation and q and M indices are
the Cartesian coordinates and mass of the nuclei, respectively.
ORCA 5.0.280,81 has been used to compute the SOC matrix
elements and the energy gap (∆E) and the calculations
have been performed with the M06 exchange–correlation
functional and the def2-TZVP basis at the TDDFT level of
theory. The use of def2/JK as auxiliary basis with the RI-JK
approximation helped reduce the overall computational cost.
Different levels of theory have been used for the computation
of SOCMEs and NACMEs. Previous theoretical studies82

have shown that both TDDFT and wave function-based
methods give results of comparable accuracy for molecules
having SOCMEs smaller than 1 cm−1 and the data in Table
I indicate that the choice of method would hardly affect
the SOCME values of the studied systems. In addition, the
computation of NACMEs at the level of TDDFT was found
to be consistent with the corresponding outcome of various
multireference approaches83,84 except in the case of conical
intersections, where the multireference techniques are more
reliable than TDDFT based methods.85 Neither TDDFT
nor CASSCF will in general be able to provide quantitative
agreement with experiment. Given their similar performance
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for the calculation SOCMEs and NACMEs, we believe the
accuracy of our results for the rate constant of RISC is
comparable that which would be achieved if TDDFT could
be used for all calculations.

V. RESULTS AND DISCUSSIONS

It is well known that efficient ISC between S1 and T1 is a
prerequisite condition to achieve thermally activated delayed
fluorescence through the RISC process. The experimental
values of kISC for TXO-TPA and TXO-PhCz are found to be
3.79 ×107s−1 and 5.15×107s−1, respectively. To benchmark
these experimental findings, we have computed the kISC for
both systems using our previously developed code 68. The
corresponding kISC data both in gas phase and in the studied
solvents are collected in Table SIV of the supplementary
material. The theoretical kISC values for TXO-TPA and
TXO-PhCz in the S1 →T1 channel are found to be of the
order of 107s−1, in good agreement with the experimental
findings of Refs.25, 53, and 86.

As mentioned earlier, small ∆ES1T1 and strong SOC
between S1 and T1 are the two most important criteria to be
satisfied to ensure noticeable RISC processes in molecules
exhibiting TADF at room temperature. The computed ∆ES1T1
and SOCMEs at the TDDFT level of theory suggest that
∆ES1T1 of TXO-TPA in toluene and CHCl3 are 0.11 eV
and 0.13 eV, respectively, while the corresponding energy
gap for TXO-PhCz is 0.21 eV and, as evident from Table I,
this value is independent of the nature of the solvent used.
Usually molecules having ∆ES1T1 around 0.2 eV are good
candidates for TADF and looking at the ∆ES1T1 values for
both systems, it seems reasonable that both of them satisfies
this criterion.1,6,25. The computed energy gaps (∆ES1T1 and
∆ES1T2 ) and the SOCMEs (SOCMES1T1 and SOCMES1T2 )
of these two molecules in gas phase are also collected in
Table SIII of the supplementary material. Table I also reveals
that SOCME between S1 and T1 of TXO-TPA is negligibly
small while that of TXO-PhCz is marginally higher and this
is true irrespective of the nature of the solvent. The small
SOCME between S1 and T1 in both systems is not surprising
given that the nature of the hole and particle states of the
S1 and T1 states of the two systems are of charge transfer
(CT) type. More precisely, the S1 and T1 states of TXO-TPA
have 1CT-3CT character which prohibits large SOCME as
guided by the El-Sayed’s rule.87 In contrast, Table I shows
that the SOCME between S1 and T2 is higher than that of S1
and T1 because the T2 state of TXO-TPA exhibits both local
excitation (3LE) and 3CT character and this leads to partial
relaxation of El-Sayed’s rule. The relevant hole and particle
states of the S1, T1 and T2 states of TXO-TPA in toluene are
depicted in Fig. 2. However, the T2 state of both systems
lies above the S1 state and as a consequence, the chance of
uphill ISC-guided RISC is small. At this point, it is worth
recalling that the higher-lying Tn states also can participate
in the RISC process through the spin-vibronic mechanism.

The values of the SOCMEs between S1 and T1 and S1 and T2
of TXO-PhCz also follow similar trend as that of TXO-TPA.
Also in this case the T2 state has 3LE+3CT character while
the 1CT−3CT character is consistent for the S1 and T1 states
as is evident from Fig. 2. The hole and particle states of both
systems in chloroform are presented in the supplementary
material.

The experimental results24,25,53 suggest that both TXO-TPA

TABLE II: Direct spin-orbit coupling (DSO) and
spin-vibronic (SV) aided kRISC of the T1→S1 pathway.

System Medium kDSO
RISC (s−1) kSV

RISC (s−1)
TXO-TPA toluene 2.14×104 1.59×103

CHCl3 2.17×104 0.92×103

TXO-PhCz toluene 3.87×104 0.84×104

CHCl3 3.60×104 1.69×104

TABLE III: Percentage of contribution of DSO and SV
mechanisms to the RISC rate constant.

System Solvent %kDSO
RISC %kSV

RISC
TXO-TPA touene 93.08 6.92

CHCl3 95.92 4.08
TXO-PhCz toluene 82.07 17.93

CHCl3 68.05 31.95

and TXO-PhCz in the form of solid films will have kRISC
values of the order of 104 s−1. In a more recent work86 on
TXO-TPA, the corresponding experimental kRISC value has
been found to be 2.28×105 s−1 which suggests that the host
material used for the preparation of the thin film affects the
value of kRISC of TXO-TPA. At the theoretical level, we first
aimed at calculating kDSO

RISC using Eq. (14), which means that
we need to compute the correlation function (GDSO(t, t ′))
for the direct SOC interaction. For this purpose, in addition
to ∆ES1T1 , the Duschinsky rotation matrix (J), displacement
vectors (D) and frequencies of the S1 and T1 states are used
as input to our code. Eq. (14) further demonstrates that the
Fourier transformation can help us extract the correlation
function as a function of the lowest excited singlet-triplet
energy gap (∆ES1T1 ). After getting the Fourier transformed
GDSO(t, t ′) and multiplying it with the square of the SOCMEs,
we obtain kDSO

RISC as a function of ∆ES1T1 . The variation of
kDSO

RISC with respect to ∆ES1T1 for both systems in toluene and
chloroform are shown in Fig. 3 and the correct kDSO

RISC values
of the systems are then extracted by placing vertical dotted
black lines at system-specific ∆ES1T1 values as given in Table
I. These figures will aid the reader in understanding how the
RISC rate constant is calculated in the frequency domain.
The kDSO

RISC values of TXO-TPA and TXO-PhCz in toluene
and chloroform are collected in Table II. The corresponding
kISC and kRISC values in gas phase has also been provided
in Table SIV of the supplementary material. From Table
II, it is evident that the value kDSO

RISC of TXO-TPA in toluene
is 2.14×104 s−1 and that in chloroform is 2.17×104 s−1,
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FIG. 3: Nature of variation of the DSO induced RISC rate constant of TXO-TPA and TXO-PhCz in toluene and CHCl3
dielectric solvents with respect to the energy gap. The black dotted vertical line indicates the rate constant calculated at a

particular singlet-triplet energy gap.

indicating that solvent polarity has no impact on kDSO
RISC of

TXO-TPA. The present theoretically evaluated kRISC value
of TXO-TPA is notably smaller than the theoretical kRISC
value given in Ref. 86. This discrepancy is due to Gillett
et al.86 taking a conservative estimate for SOCME of 0.5
cm−1 after considering several geometries along the triplet
trajectories that evolve in the presence of explicit toluene
solvent molecules. Because the excited singlet state has a
certain lifetime, we prefer to compute the SOCME on the S1
optimized geometry. Nonetheless, our calculations reveal that
the SOCME between S1 and T1 using the excited triplet state
geometry will be 0.24 cm−1 and the corresponding kRISC
for TXO-TPA will reach 1.53× 105 s−1. We note that kDSO

RISC
of TXO-PhCz also does not have any solvent dependency
and the corresponding values of kDSO

RISC are 3.87×104 s−1

and 3.60×104 s−1 in toluene and chloroform, respectively.
This finding is quite consistent with the results presented in
Table I, which clearly shows that neither ∆ES1T1 nor SOCME
have any significant solvent dependence. Table II also illus-
trates that kDSO

RISC of TXO-PhCZ in both solvents is slightly
higher than that of TXO-TPA albeit a closer inspection of

the SOCMEs of both systems, as given Table I, suggests
that an approximately four times higher value of kDSO

RISC of
TXO-PhCZ was to be expected since SOCME appears in the
rate expression as a square term. However, an approximately
two times higher ∆ES1T1 of TXO-PhCz over TXO-TPA keeps
the value of kDSO

RISC of TXO-PhCz lower than expected.

With this background, we now try to decipher the role of
spin-vibronic coupling on the rate of RISC of TXO-TPA and
TXO-PhCz. In general, it is expected that the spin-vibronic
contribution will become important when the SOCME be-
tween S1 and T1 is small and normal mode-specific NACME
between T1 and T2 is large. Higher-lying Tn states can also
participate in the spin-vibronic mechanism but the chance of
such a process occurring is rather small. In this case too, the
calculation of kSV

RISC proceeds through the evaluation of the
spin-vibronic correlation function following Eq. (6). In addi-
tion, S′(m,m′) also needs to be calculated before performing
the FFT. Apart from using ∆ES1T1 and SOCMEs (S1-T2) from
Table I, the computation of S′(m,m′) has been carried out by
employing normal mode-specific NACMEs between T2 and
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FIG. 4: Variation of the RISC rate constant with ∆ES1T1 of TXO-TPA and TXO-PhCz for the spin-vibronic interaction in both
toluene and CHCl3 solvents. The black dotted vertical line indicates the rate constant calculated at a particular singlet-triplet

energy gap.

T1 and the energy gap between these two triplet states, and fi-
nally kSV

RISC has been evaluated with respect to ∆ES1T1 follow-
ing the same method as done before. The variation of kSV

RISC
as a function of ∆ES1T1 for both molecules is shown in Fig. 4.
The mode-specific NACMEs of both molecules are provided
in the supplementary material.

The values of kSV
RISC of TXO-TPA and TXO-PhCz in

toluene and chloroform are given Table II. In the case of
TXO-TPA, kSV

RISC values are found to be 1.59×103 s−1

and 0.92×103 s−1 in toluene and chloroform, respectively.
The corresponding values for TXO-PhCz in toluene and
chloroform are 0.84×104 s−1 and 1.69×104 s−1, respectively.
These findings indicate that the dominant contribution to
the overall kRISC comes from the direct SOC between S1
and T1 and in particular that spin-vibronic coupling has no
influence on the net kRISC of TXO-TPA in neither of the
solvents. The detailed results are provided in Table III and
shows that spin-vibronic coupling contributes only 6.92%
and 4.08% to the net kRISC of TXO-TPA in toluene and
chloroform, respectively. However, spin-vibronic coupling
plays a substantial role in determining the net kRISC of the

TXO-PhCz molecule, and remarkably the SV contribution
may go up to 31.95% in chloroform.

From Eq. (3), it is easy to understand that three factors,
SOCS1−T2 , ∆ET2−T1 and NACMEs between T2 and T1 will
control the strength of the SV mechanism in the RISC
process and the corresponding values of the first two factors
along with the norm of the nonadiabatic coupling vector for
TXO-TPA and TXO-PhCz molecules in both solvents can
be found in Table I. It is clear from Table I that albeit no
significant difference in the values of SOCS1−T2 and ∆ET2−T1
are observed for TXO-TPA and TXO-PhCz in either of
the solvents, a comparison of the norm of the nonadiabatic
coupling vector between T2 and T1 of the two systems
indicates that normal mode-specific NACMEs could be the
key factor in driving strong spin-vibronic coupling induced
RISC in TXO-PhCz compared to TXO-TPA. The method of
calculating the normal mode-specific NACMEs is discussed
in the computational details section and the magnitude of
the mode-specific NACMEs for all the normal modes of
TXO-TPA and TX0-PhCz in both solvents are shown in
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FIG. 5: Mode specific nonadiabatic coupling matrix elements (NACMEs) between the T2 and T1 of TXO-TPA and TXO-PhCz
in toluene as well as chloroform solvents computed at the optimized T2 geometry. The insets indicate the NACMEs in the

frequency range of 1470-1490 cm−1.

Fig. 5. It is to be noted that the number of normal modes
of TXO-TPA is 165 while that of TXO-PhCz is 159. It is
readily perceived from Fig. 5. that the dominant NACME
between T2 and T1 comes from specific normal modes, in
both molecules centered around 1500 cm−1. More precisely,
NACMEs between T2 and T1 of TXO-TPA is relatively
higher in three normal modes having frequencies 1552 cm−1,
1589 cm−1 and 1604 cm−1, and solvent polarity hardly has
any impact on these values. In contrast, three major NACMEs
are identified at frequencies 1472 cm−1, 1485 cm−1 and
1613 cm−1 for TXO-PhCz in toluene and this result changes
quite a bit in chloroform where three intense peaks have
appeared in the frequency range 1470 cm−1 to 1490 cm−1.
These peaks are very closely spaced with respect to one
another and hence to have a better visualization of these three
normal mode-specific NACMEs, we have plotted them as
depicted in the inset of Fig. 5. This makes a huge difference
in the spin-vibronic coupling mechanism of TXO-TPA and
TXO-PhCz. Moreover, several other prominent peaks are also
found in between 885 cm−1 and 1287 cm−1 for TXO-PhCz in
chloroform. The important normal modes of both TXO-TPA
and TXO-PhCz in toluene and chloroform are presented in
the supplementary material.

To describe the effect of the spin-vibronic mechanism quan-
titatively, kSV

RISC values for a few selected normal modes with
relatively high NACMEs of both the systems in toluene and
chloroform are computed independently, and the relevant re-
sults are collected in Table IV. We see that even consider-
ing normal modes having relatively high NACMEs, kSV

RISC of
TXO-TPA never reaches the order (104 s−1) of kDSO

RISC, indi-
cating that RISC in TXO-TPA occurs only via the direct SOC
pathway (T1→S1). Table IV also suggests that kSV

RISC of TXO-
PhCz is ten times higher than that of TXO-TPA and consid-
ering all the contributing normal modes with large NACMEs
in chloroform, the resultant kSV

RISC value attains the same or-
der of magnitude (104 s−1) as that of kDSO

RISC, which suggests
that the spin-vibronic mechanism will have profound impact
on the RISC process of TXO-PhCz in chloroform.

VI. CONCLUSIONS

To summarize, we have demonstrated the explicit role of
direct spin-orbit coupling (DSO) and spin-vibronic (SV) in-
teraction on the reverse intersystem crossing process in a pair
of thermally activated delayed fluorescent molecules, namely,
TXO-TPA and TXO-PhCz. To compute kRISC of both sys-
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TABLE IV: Mode specific RISC rate constants.

System Solvent mode number Frequency (cm−1) kSV
RISC (s−1)

TXO-TPA Toluene ω135 1552.81 1.95×102

ω136 1589.19 4.45×102

ω137 1604.78 2.71×102

TXO-TPA CHCl3 ω135 1552.58 1.17×102

ω136 1588.95 2.66×102

ω137 1605.51 1.38×102

TXO-PhCz Toluene ω124 1472.16 0.89×103

ω126 1485.54 1.16×103

ω134 1613.85 1.13×103

ω154 3183.73 0.96×103

TXO-PhCz CHCl3 ω72 885.76 0.52×103

ω100 1166.39 0.60×103

ω106 1250.96 0.40×103

ω107 1264.24 0.69×103

ω109 1287.83 0.75×103

ω124 1471.91 3.61×103

ω125 1484.14 1.99×103

ω126 1485.16 2.96×103

tems, the time-dependent correlation functions that include
DSO and SV contributions separately are evaluated in toluene
and chloroform. The results suggest that the RISC process in
TXO-TPA is mostly determined by the DSO and solvent po-
larity neither facilitates the RISC rate nor changes the mecha-
nism involved in the RISC process. However, careful exami-
nation of kRISC values of TXO-PhCz reveals that although the
RISC process in this molecule is mainly governed by DSO,
SV also contributes substantially to the overall rate constant
of TXO-PhCz. Moreover, in this case the SV interaction is
strongly dependent on the solvent polarity. To get insight into
the origin of this interesting phenomenon, we have calculated
the normal mode-specific kSV

RISC and found that very strong
nonadiabatic coupling between T2 and T1 in selected normal
modes of TXO-PhCz in chloroform is responsible for more
than 30 percent of the SV contribution to the net kRISC in this
molecule. In brief, the present work emphasizes the impor-
tance of solvent polarity-assisted spin-vibronic mechanism in
the RISC process.

SUPPLEMENTARY MATERIAL

Supplementary material contains the Cartesian coordinates
of TXO-TPA and TXO-PhCz in the gas and solvent phase,
complete derivation of the spin-vibronic part of the correla-
tion function, choice of the functionals for geometry opti-
mization, emission wavelengths, normal mode frequencies of
TXO-TPA and TXO-PhCz, gas phase data, kISC for both the
molecules in the gas and solvent phases, mode specific kRISC
in solvent phase, kRISC data in gas phase, natural transition or-
bitals of both the systems in chloroform, displacement vectors
and Duschinsky rotation matrices.
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