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Summary 
Societies are becoming increasingly dependent on the cyber domain, a man-made domain where 
developments continue to take place at an extremely rapid pace. Historically, in the traditional 
warfighting domains, attacks on critical assets could be deterred through the display of credible 
offensive capabilities. In cyberspace, this is not the case. Often, one will not be aware of a threat 
until after an attack has taken place, and even then it will be arduous to prove its point of 
origination. When traditional deterrence is not an option, other preventive or protective measures 
must be considered.  
 
This report promotes resilience: accepting the risk that an attack will take place, and focusing on 
improving the ability to prevent, detect, absorb, and recover from it. There are in fact universal 
mitigating measures with “guaranteed effect” that make systems more resilient to cyber attacks. 
The report describes a generic methodology designed to support decision-makers in enhancing 
resilience through a better understanding of how their organization is dependent on the cyber 
domain, and how they can be better prepared to maintain essential capabilities and services in the 
event of cyber attacks on their critical assets.  
 
The main body of the report is a step-by-step guide to the practical application of the 
methodology. It takes a working group through the identification of an organization’s critical 
assets, analysis of its dependencies on cyber space and any associated vulnerabilities, and the 
need to maintain a current threat picture. Finally it introduces mitigating measures that will help 
make a system more resilient. As this methodology is generic, some parts of it will be more 
relevant than others for your organization and your specific level within that organization. While 
the methodology is presented as a whole, parts of it can also be standalone or used as separate 
methods as appropriate.  
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Sammendrag 
Samfunnet blir stadig mer avhengig av cyberdomenet, et menneskeskapt domene der utviklingen 
skjer ekstremt raskt. Historisk sett, i de tradisjonelle krigføringsdomenene, kunne man avskrekke 
en motstander fra å angripe kritisk infrastruktur ved å vise frem troverdige offensive kapabiliteter. 
I cyberdomenet er dette ikke mulig på samme måte. Ofte vil man ikke kjenne til spesifikke trusler 
før etter at man har blitt angrepet, og selv da vil det være vanskelig å bevise hvor angrepet 
kommer fra. Siden tradisjonell avskrekking ikke er tilstrekkelig, må man vurdere andre måter å 
beskytte seg på.  
 
Denne rapporten fremhever resiliens: å akseptere risikoen for at et angrep vil finne sted, og legge 
vekt på å øke evnen til å forhindre, oppdage og absorbere cyberangrep, samt evnen til å 
gjenopprette normaltilstand etter angrep. Rapporten beskriver en generisk metode hvis mål er å 
hjelpe beslutningstakere til å forstå hvordan deres organisasjon er avhengig av cyberdomenet, og 
hvordan de kan forberede seg til å opprettholde essensielle tjenester og kapabiliteter når kritiske 
ressurser blir utsatt for cyberangrep. Målet er med andre ord å sette beslutningstagere i stand til å 
gjøre sin organisasjon mer resilient.  
 
Metodens hoveddel er en steg-for-steg prosess for hvordan man kan bruke metoden i praksis. Den 
tar en arbeidsgruppe gjennom identifisering av en organisasjons kritiske ressurser, analyse av 
disses cyberavhengigheter og -sårbarheter, samt behovet for å opprettholde et oppdatert 
trusselbilde. Til slutt introduserer rapporten konkrete tiltak som kan hjelpe til med å gjøre et 
system mer resilient. Siden metoden er ment å være generisk, vil noen deler være mer relevante 
enn andre for ulike organisasjoner og enheter. Selv om metoden er presentert som en helhet der 
de ulike stegene følger hverandre kronologisk, er det også mulig å bruke de ulike delprosessene 
hver for seg, slik det passer organisasjonen best. 
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1 Introduction 
This report is a product of the Multinational Experiment 7 campaign’s Objective 3.1 working 
group, which was led by personnel from the Norwegian Defence Research Establishment (FFI). 
Subject matter experts from Norway, Austria, Canada, Finland, Germany, Poland, South Korea, 
Spain, Sweden, the United Kingdom, and the United States of America contributed to the efforts 
made in this working group. Norway’s participation in Multinational Experiment 7 consisted of 
contributions from FFI, the Norwegian Institute of International Affairs (NUPI), and the 
Norwegian Defence University College (FSTS). 
 
Societies are becoming increasingly dependent on the cyber domain, a man-made domain where 
developments continue to take place at an extremely rapid pace. Historically, in the traditional 
warfighting domains, attacks on critical assets could be deterred through the display of credible 
offensive capabilities. In cyberspace, this is not the case. Often, one will not be aware of a threat 
until an attack has taken place, and even then it will be arduous to prove its point of origination. 
When traditional deterrence is not an option, other preventive or protective measures must be 
considered. This concept promotes resilience: accepting the risk that an attack will take place, and 
focusing on improving the ability to prevent, detect, absorb and recover from it. There are in fact 
universal mitigating measures with “guaranteed effect” that make systems more resilient to cyber 
attacks. 
 
This document presents a generic methodology designed to support decision-makers in enhancing 
resilience through a better understanding of how their organization is dependent on the cyber 
domain, and how they can be better prepared to maintain essential capabilities and services in the 
event of cyber attacks on their critical assets. The main body of the concept is a step-by-step 
guide to the practical application of the methodology. It takes a working group1 through the 
identification of an organization’s critical assets, analysis of its dependencies on cyber space and 
any associated vulnerabilities, and the need to maintain a current threat picture. Finally it intro-
duces mitigating measures that will help make a system more resilient. As this methodology is 
generic, some parts of it will be more relevant than others for your organization and your specific 
level within that organization. While the methodology is presented as a whole, parts of it can also 
be standalone or used as separate methods as appropriate.  
 
For those interested in understanding the conceptual basis upon which the methodology rests, 
Appendix A explains the theoretical principles and key definitions. Appendix B contains “Ten 
Commandments of Resilience” – an ‘aide memoire’ for achieving resilience, while Appendix C 
contains a “Methodology Crosswalk” – a two-page form which will aid you in finding the right 
section in the methodology for the particular task with which you are dealing, as well as 
identifying potential outputs for each step. 

                                                           
1 For the purpose of this report, the personnel making use of the methodology is referred to as a ‘working 
group’. 
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2 Methodology for Enhancing Resilience 
This step-by-step methodology aims to give decision-makers a better understanding of how their 
organization is dependent on the cyber domain, and of the cyber threats and vulnerabilities that 
pose a risk to their critical functions. This methodology will guide a working group through the 
steps necessary to improve the cyber resilience of its organization: Analyzing critical functions 
and infrastructure; discovering their dependencies on cyberspace; revealing their vulnerabilities; 
conducting dynamic threat analysis; and finally, increasing resilience through mitigating 
mechanisms.2 These steps are illustrated in Figure 1.1. 
 

Figure 2.1 Methodology for enhancing resilience. 

 
In order for such a working group to be able to fulfill this mandate, it must have as complete an 
understanding of the organization as possible. To achieve this, the composition of the group is 
critical. Representatives from the organization’s management at a sufficiently high level need to 
be included, as well as technical experts. The level of participants must match the mandate, and 
they require sufficient security clearances to access the information needed. At the national level 
it is suggested that the working group should include, but not be limited to, representatives from 

                                                           
2 Keep in mind that different organizations of varying sizes will have very different resource levels: scope 
your efforts by determining which assets are most critical, which vulnerabilities are most serious, and 
which threats are most dangerous in order to prioritize. 
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the following sectors: communications, emergency services, energy, finance, food, government 
and public services (including defense), health, transportation, and water.3 
 
Applying traditional risk analysis to the cyber domain has proved challenging, due to the need for 
as reliable data as possible on a large number of variables in order to provide accurate risk 
estimates. Whilst some data can be obtained for known threats (based on attacks that have already 
happened elsewhere) the rapid pace with which developments occur in the cyber domain means 
there is insufficient data on potential future threats. Hence the focus on resilience: an under-
standing of the dependence of our own critical systems on cyberspace; the inherent vulnerabilities 
this creates; and ensuring that alternative means of providing necessary capabilities and services 
are in place.  
 
The degree of resilience in a system represents its ability to maintain the capabilities or services 
provided by the attacked asset through the mechanisms of prevention, detection, absorption and 
recovery during and after an attack. Prevention is about reducing dependencies and vulnerabilities 
before an attack has been launched; detection is about detecting and dealing with an attack in the 
most effective manner as it occurs; absorption is about reducing damages during an attack; while 
recovery is about rapidly returning to a stable condition after an attack has been carried out.4 
 
There are many ways and means to strengthen resilience. Some are context-sensitive, meaning 
that they work in some cases and not in others, while others are more generic or universal, 
meaning that they will have an effect regardless of the types of threat or attack one is dealing 
with. This methodology, which is generic, will focus on those universal mitigating mechanisms 
that will always have a positive effect on strengthening resilience. Seven such mechanisms have 
been identified:5  
 

• Building awareness 
• Reducing dependencies 
• Increasing redundancy 
• Developing alternative back-up solutions 
• Increasing adaptability 
• Transferring risk 
• Sharing information6 

 
This report will describe the four main steps of the methodology (prevention, detection, 
absorption, and recovery), before going deeper into the concept of resilience and the universal 
mitigating mechanisms in Appendix A. 

                                                           
3 Moteff, John, Claudia Copeland, and John Fischer (2003); 
Cornish, Paul, David Livingstone, Dave Clemente and Claire Yorke (2011) 
4 See Appendix A for a more detailed discussion of both traditional risk analysis and resilience. 
5 These mechanisms have been identified by the participants of MNE 7 Objective 3.1. See Appendix A 
(A.8. Resilience: an alternative to deterrence) for further information on what these mechanisms entail. 
6 Multinational Experiment 7 – Objective 3.2 Concept (2012). “Information Sharing Framework”. 
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3 Prevention 
Prevention is about reducing dependencies and vulnerabilities before an attack has been launched. 
Prevention can include both active and passive measures. Active prevention can be interdiction or 
elimination of known threats before an attack occurs, requiring detailed knowledge about specific 
threats. However, as this takes the discussion beyond the purely defensive, it will not be 
considered further in this methodology. This methodology will focus on passive prevention 
measures resulting in more resilient systems.7 

3.1 Identifying critical assets 

The first step is to identify the organizational key, or critical, assets. This process is referred to as 
a criticality analysis, and can be simply addressed through the question “How essential is this 
asset to your mission?”8 Table 2.1 provides a guide to assessing the criticality of assets and/or 
processes. 
 
CRITERIA QUESTIONS 
Impact on life and health If the process is disrupted, what is the impact on human 

life and health? 
Time frame If the process is disrupted, how long will it take to have 

an impact on the organization’s overall product/service? 
Generally, a short time of impact may indicate a critical 
process. 

Magnitude How much of the overall product/service will be affected 
if the process is interrupted or completely stopped? 

Contractual, regulatory, or legal 
relevance 

If the process is disrupted, what contractual, regulatory 
or legal consequences will this have for the organization? 

Economic damage If the process is disrupted, what is the estimated financial 
damage to the organization? 

Damage to public confidence or 
reputation 

If the organization fails to deliver its products/services, 
what could be the social damage? For example, how will 
such a disruption damage the public confidence in the 
organization? 

Table 3.1 Criticality criteria and key questions to shed light on these criteria.9 

 
The working group should decide which criteria to use, how many criteria should apply at once 
and which classifications to use within the criteria, depending on their knowledge of the 
organization. Identifying key assets is perhaps the least challenging task for the working group, as 
the organization itself possesses all of the necessary information.  

                                                           
7 See Appendix A for a more detailed discussion of the concept of resilience, and why it is difficult to use 
more offensive prevention measures when dealing with the cyber domain. 
8 Brown, Gerald, Matthew Carlyle, Javier Salmerón, and Kevin Wood (2006). 
9 These criteria and key questions are derived from discussions between the participants of MNE7 
Objective 3.1. 
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However, for large organizations it can prove to be highly complex.10 This is also the step in 
which it becomes essential that the members of the working group have the necessary clearances 
to fulfill its mandate.  
 
The criticality analysis will result in identification of all critical processes in an organization and 
portraying their sub-processes as well as their “risk elements”. Risk elements can include people, 
facilities and equipment, data and software, grounds and buildings, as well as other resources. 
Most organizations will have to accept that resource limitations will mean that not all assets can 
be equally secure and that a prioritization of efforts is necessary. A degree of prioritization can be 
achieved by identifying those components on which a number of critical infrastructures and 
services are dependent. In addition, it may become apparent that there are critical dependencies 
that lie outside the control of the organization.11 

3.2 Dependency analysis 

Once the working group has determined the mission critical functions, assets and processes in the 
organization, it should then assess their dependence on the cyber domain. Any cyber dependency 
is a potential vulnerability. In order to determine specific cyber dependencies, there needs to be a 
clear understanding of the underpinning functions, assets, and processes at the levels below that at 
which the criticality assessment was carried out. 12 

3.2.1 Analysis of supply chain and value chain 

A supply chain approach is a useful tool for exploring dependencies “upstream and downstream” 
from the organization. A supply chain can be defined as a network of autonomous or semi-
autonomous entities collectively responsible for an end result, which could be a product, function, 
or a service. While these entities can operate under different constraints in order to reach different 
objectives, they are highly interdependent.13 By considering an organization’s assets from a 
supply chain perspective, one can break a large, unwieldy system into more manageable elements 
that can be analyzed for dependencies on cyberspace. Such dependencies can be both internal to 
each element (software and hardware) and external in the form of linkages. One could also 
consider the problem in the opposite direction from a value chain perspective. The aim is to 
answer the question “On whom are we dependent for services and who is dependent upon us?” 
Having established that, interfaces and touch-points with cyberspace can be identified.14 
 
The working group will be responsible for deciding how far, “upstream and downstream,” in an 
organization’s chains cyber dependencies can reliably be identified, in order to set the outer 
boundaries for the exploration. During this process any prioritization will be based on expert 

                                                           
10 It could prove useful to enter all of the information into a database, which can later be updated when 
necessary. 
11 Such dependencies can become the subject of agreements between custodians to secure critical deliveries 
as a measure of risk reduction. 
12 Multinational Experiment 7 – Objective 3.1 Workshop Input from the United Kingdom (2011a). 
13 Swaminathan, Jayashankar M, Stephen F. Smith, and Norman M. Sadeh (1998). 
14 Feller, Andrew, Dan Shunk, and Tom Callarman (2006). 
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knowledge provided by those actively involved in the processes in question. The list of identified 
dependencies is likely to be extensive, with a significant number lying outside the responsibility 
of the organization conducting the dependency analysis. However, managing external 
dependencies is a critical component of resilience and must be addressed by appropriate 
mitigation measures.  
 
Figure 2.1 illustrates a petroleum supply process, the dependencies within its supply chain, and 
how at each point in the chain there are key assets dependent on the cyber domain. Complex 
processes should initially be considered at high level, as portrayed below, but there will be a 
requirement to drill down into specific individual processes to reveal further detailed 
dependencies on cyberspace. 

 Figure 3.1 Petroleum Supply Chain.15 

3.2.2 Prioritizing 

The criticality analysis will have determined those assets and infrastructures that are deemed 
critical to the organization. Now a decision has to be made as to which cyber dependencies within 
those critical assets are critical to the provision of the capability or service, and require additional 
attention and potentially mitigating action.  
 
This can be done by asking these key questions:16  
 

• Is a particular dependency critical to the provision of more than one capability or 
service? 

• Is it possible to use redundant or alternative back-up systems to perform this specific 
function?  

• How complex and time-consuming would it be to switch to redundant or alternative 
back-up systems? 

• If there is no redundancy or alternative back-up system, for how long can the 
organization go on without the specific function? 

• How complex and time-consuming would it be to put the function back into order?17 
                                                           
15 This figure is from the Multinational Experiment 7 – Objective 3.1 Workshop Input from Germany 
(2011):11. 
16 Multinational Experiment 7 – Objective 3.1 Workshop Input from the United Kingdom (2011a). 
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If it is discovered that there are cyber dependent functions not supported by redundant or 
alternative systems, and the organization can only go for a very short time, if at all, without it, the 
working group should consider mitigating action as a matter of urgency. 

3.2.3 Mitigating action  

Although mitigation can be considered at this stage, an understanding of the risk posed by a 
dependency will be better understood after the vulnerability analysis. An initial determination of 
which dependencies could require mitigating action, and which efforts can be made to reduce the 
cyber dependencies discovered, may be made at this point. However, ultimately a cost-benefit 
analysis will be required to justify any mitigation.18  

3.3 Vulnerability analysis 

A threat needs one or more vulnerabilities to materialize itself in a system. The next step is there-
fore to perform an analysis of the dependencies to identify the potential vulnerabilities in the 
system or organization. To perform such an analysis in practice, it is useful to go through four 
steps: Identification, Impact analysis, Assessment, and finally Mitigation. 19 
 
 
 
 
 
 
 
 
 

 

 

 Figure 3.2 Vulnerability Analysis – the four steps. 

3.3.1 Vulnerability identification20 

To identify vulnerabilities it is essential to look at the system as a whole, and bring together the 
cyber dependencies identified above with the relevant risk elements. Risk elements include 
people, facilities and equipment, data and software, grounds and buildings, as well as any other 
resources.  

                                                                                                                                                                             
17 Multinational Experiment 7 – Objective 3.1 Workshop Input from the United Kingdom (2011a). 
18 See Appendix A (A.8. Resilience: an alternative to deterrence) for further information on these 
mechanisms. Whilst discussing protection against future events there is an assumption that the organization 
is compliant with current “best practice” regarding cyberspace, such as adoption of the latest patches for 
known problems, current software versions and training of personnel. 
19 The overarching theme of this section is from the Multinational Experiment 7 – Objective 3.1 Workshop 
Input from Canada (2011b). 
20 Fridheim, Håvard and Janne Hagen (2007); BAS 5 project, FFI (2007). 
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It is useful to divide the cyber domain into four layers, each with its unique potential to generate 
vulnerabilities: users, applications, fundamental services, and communications infra-structure.  
 
 
CYBER DOMAIN 

Users  
Vulnerabilities of a logical, 
social or physical nature 

Applications 
Fundamental Services 
Communications Infrastructure 

 Table 3.2 Layers of the Cyber Domain 

 
Users are often operators of command and control systems within critical infrastructures, and can 
in some ways be considered critical assets themselves. The application layer makes up the 
command and control system for the critical infrastructure. That includes operating systems and 
applications for users and the servers, server software, and databases. The two lower levels are 
fundamental services; and the communications infrastructure, consisting of transmission systems, 
transport and access networks. Any vulnerability in these areas could potentially affect many 
systems. 21 
 
A list of vulnerability classes is given below and should be examined against each of the four 
layers of the cyber domain. The structure of the list reflects the four layers: the first issues are 
mostly relevant to the higher layers, while the classes further down the list are more relevant to 
the lower layers. There is also overlap between the higher and lower levels. 
 
Vulnerability classes: 22 

 
• Security program: Roles and responsibilities for security, human and financial 

resources, security policies and procedures  
• Sharing of information and assets: Policies and procedures for sharing 
• Geographical location: Different security environments exist within and outside of your 

specific region 
• Use of contractors: Security requirements and facility security  
• Security awareness: Level of security awareness and training in the organization 
• Access limitations: Limitations on access to critical assets 
• Security screening: Security clearances and site access procedures  
• Physical security: Perimeter security, facility management, secure storage and transport 
• Information technology security: Technical measures, out of date technology etc. 

 
 

                                                           
21 Fridheim, Håvard and Janne Hagen (2007); BAS 5 project, FFI (2007). 
22 These classes are based on the Multinational Experiment 7 – Objective 3.1 Workshop Input from Canada 
(2011b:7-9). 
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3.3.2 Vulnerability impact analysis23 

Once the vulnerabilities have been identified, the working group should analyze the possible 
consequences of exploitation.  The group can analyze the impact on the organization based on the 
variables in Table 2.1, repeated below: 
 

• Impact on life and health 
• Time frame 
• Magnitude 
• Contractual, regulatory, or legal relevance 
• Economic damage 
• Damage to public confidence or reputation 

3.3.3 Vulnerability assessment24 

The working group must assess whether the impact analyzed is characterized as serious enough to 
warrant mitigation. Keep in mind that some mitigation mechanisms are relatively cheap and 
quick, such as some forms of training, while others are more costly. Therefore, cost effectiveness 
will also have to be taken into account when considering mitigation efforts. It should be noted 
that vulnerabilities are not solely ‘inadequacies’ in a system, as the attribute representing a 
vulnerability could be among the most positive attributes of an asset.25   
 
The working group can use Figure 2.3 as a tool in assessing the criticality of an identified 
vulnerability. It can be assessed qualitatively in relation to the organization as a whole, or to 
specific critical functions or services. Note that the figure is a simplified illustration, as the 
variables in reality will be more dynamic and will vary in time. 
 

 
Exploitability is a qualitative measure for how ‘easy’ it 
would be to exploit a specific vulnerability. Variables 
include the knowledge necessary for exploitation, how 
accessible the vulnerability is, etc. 
 
Effects/Degree of Damage (impact) is a qualitative 
measure for the effect or damage an exploited 
vulnerability could have for the organization at large, or 
for critical functions. 

Figure 3.3 Vulnerability Assessment26 

                                                           
23 Multinational Experiment 7 – Objective 3.1 Workshop Input from Canada (2011b). 
24 Multinational Experiment 7 – Objective 3.1 Workshop Input from Canada (2011b). 
25 One example is a laptop computer: while its portability is among its most positive attributes, it is also an 
attribute which makes the asset vulnerable, as it can be stolen or otherwise compromised more easily than a 
stationary computer set inside of an office building (Multinational Experiment 7 – Objective 3.1 Workshop 
Input from Canada (2011b)). 
26 This figure is based on discussions held at multinational workshops for MNE7 Objective 3.1. 
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Vulnerability mitigation 
What should be done to counter the vulnerabilities that have been analyzed? This is where 
universal mitigating mechanisms (defined in Appendix A) should be considered, and where they 
can be transformed from being more abstract concepts into actual policies: 
 

• Building awareness 
• Reducing dependencies 
• Increasing redundancy 
• Developing alternative back-up solutions 
• Increasing adaptability 
• Transferring risk 
• Sharing information 

3.4 Threat analysis 

In parallel with examining the organization’s key assets, dependencies, and vulnerabilities, the 
working group should update and maintain an understanding of the threats facing it. The extent of 
threat analysis an organization can feasibly conduct depends on the size and type of organization. 
States, government agencies, and large corporations will be able to focus on these issues in a 
much more detailed manner than small companies. 27  
 
Looking at previous attacks, analyzing the trends, one can hope to identify previous threatening 
actors. Being a relatively new and rapidly developing domain, cyberspace is perhaps particularly 
prone to Black Swan events: events that are a surprise (to the observer), have a major impact, and 
are after the fact rationalized with the benefit of hindsight. Whilst situational awareness of 
cyberspace can provide an understanding of what has happened, it is almost impossible to predict 
the nature of a future threat – hence the need to address resilience.28   
 
A threat analysis will be very specific to an organization, based on a range of different factors 
(purpose, political alignment, threat actor capabilities, etc.) and to a significant degree based on 
its understanding of the environment and ability to detect changes within it. Local situational 
awareness from all relevant domains can be further enhanced by drawing on information from 
further afield – thereby gaining earlier warning of potential threats.29 
 
In addition, an understanding of which types of threats are of particular relevance may be further 
assisted by dividing them into categories. Once the categories most relevant to the organization 
have been identified, the potential rationale for attacking the organization might become evident. 

                                                           
27 The structure of this section is based on the Multinational Experiment 7 – Objective 3.1 Workshop Input 
from Spain (2012). Note that intentional attacks are not the only catalysts of major incidents – hazards such 
as natural catastrophes, lightning strikes, dams breaking, etc. could also be potential causes of disruption. 
28 Multinational Experiment 7 – Objective 3.2 Concept (2012). “Information Sharing Framework”. 
29 Andress, Jason and Steve Winterfeld (2001: 257). 
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Common categories of threat actors, and typical motivations/rationale are describes in the table 
below. 30 
 
Threat Actors Typical motivations/rationale 
Criminal groups Economic benefits 
Hackers Economic benefits, political motivations, 

reputation/fame  
Hacktivists Political motivations 
Insiders Economic benefits, competitive advantage, 

vengeance/grievances 
Industrial spies Economic benefits, competitive advantage 
National governments and foreign intelligence 
services 

Political motivations, destruction/damage, 
tactical/competitive advantage 

Terrorist groups31 Political motivations, destruction/damage 
 
Keep in mind that these categories are dynamic, and that the same actor can move across the 
spectrum of both organization and rationale at their own discretion. A threat assessment draws on 
information from all domains to generate context. Some threats are calendar-driven, and can 
therefore be predicted with some certainty, while others are a direct result of an unpredictable 
event, or response to an event, over which one has no control. An example of the former is 
increased risk of hacktivism surrounding controversial political events or acts (such as elections 
that are perceived as less than free and fair), and an example of the latter is Danish companies 
being targeted by groupings insulted by the Muhammed caricatures.  
 
Once the most relevant threat actors and their motivations have been established, the answers to 
the following questions can be refined:32 
 

• Out of the people or groups posing a threat to the organization, who has information and 
capacity to threaten our key functions? 

• What are their goals? What are these groups trying to achieve? 
• What is known about their strategies? How do they usually operate? 
• What do they already know about the organization that can be used against it? 
• What can be done to mitigate these threats? 

  

                                                           
30 Multinational Experiment 7 – Objective 3.1 Workshop Input from Spain (2012). Note that this table is 
not all-encompassing and complete, but a useful general starting point. Different types of malignant actors 
act in different ways: spies and thieves have different end goals, and will therefore have different modus 
operandi. Knowing which kind of threat actor you are facing will help you put the right types of defensive 
mechanisms into place. 
31 In the event of what is usually thought of as a terrorist attack it is more likely that cyber means will be 
part of an attack along with more physical/traditional attack vectors, rather than cyberspace being the only 
means used. 
32 These questions are based on a set of OPSEC questions from Holm, Ola (2004: 25). 
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4 Detection 
Detection is about detecting and dealing with an attack in the most effective manner as it occurs. 
The effectiveness of any detection mechanism is a measure of two attributes: the degree of 
certainty that it will expose certain threat events, and the efficiency with which it operates to 
prompt an early response. The working group should therefore examine the organization’s 
policies in place for dealing with detected cyber events,33 incidents, 34 and attacks.35 
 
The most important part of the detection process is to find out what exactly has happened. This 
includes defining the attack by asking “What is being attacked, and how?” as well as categorizing 
the attack by asking “What type of attack is this, and which vectors are used?” In support of this, 
one can use the process known as Triage, ranking the events, incidents and attacks in terms of 
importance or priority. This will normally start with categorization against a list for which pre-
defined responsibilities and actions have been derived. 36 This process continues into the 
Absorption and Recovery phases.  
 
Another important question for the working group to ask, is: “What is the average (or estimated) 
length of time between an attack and when it is discovered?” If this takes a long time, the working 
group should consult with technical experts in order to improve. Without clearly established 
readiness levels and associated security procedures, the response to incidents may be too slow or 
incomplete.37 Generally, the faster the organization acts once it has been attacked, the less 
damage the attacker can do. 
 
The working group should then go on to ask the following: 
 

• How are incidents reported internally in the organization? 
• Who is in charge of this process? 
• Do the policies in place ensure that information about the attack is shared internally (for 

instance to those who will be affected)? 
• Which policies are in place for information sharing externally (with government, sector, 

etc.)? 
• What does the organization do if it is alerted of an incident that has occurred elsewhere in 

the world, but against similar hardware/software to its own?38 
 

                                                           
33 An event is a single observation that may or may not have any significance. 
34 An incident is a collection of events that are regarded as linked and need to be investigated. 
35 Multinational Experiment 7 – Objective 3.1 Workshop Input from Canada (2011a). 
36 ISO/IEC 27035 – Generic incident types include Malware, Network Attacks, Information Destroy, 
Content Security, Facilities Faults, Disaster, Loss, Theft, Disclosure, Fraud, Hoax, Communications, 
Physical, Procedural, and Others. 
37 Multinational Experiment 7 – Objective 3.1 Workshop Input from Canada (2011b). 
38 See Multinational Experiment 7 – Objective 3.2 Concept on Information Sharing (2012) for more on the 
issue of sharing information about detected cyber attacks. 
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5 Absorption 
Absorption is about reducing damages during an attack: creating damage-tolerant systems that 
serve to contain, soak-up or deflect the consequences of an attack, and maintaining capabilities 
and services. It also allows decision-makers time to analyze the problem before a critical decision 
must be made on how to respond.  
 
Experts should be consulted, as there are several technical options for managing an attack once it 
has been detected. An example is the ability to contain a detected attack (for instance a virus) in a 
specific part of your system, allowing technical experts to observe the attack in a “safe” 
environment. Observing its behavior in such a way could help improve resilience. 
 
In addition to the technical aspects, for absorption to be effective there needs to be clear policies 
and guidelines in place as to what should happen next. This can be done by asking the following 
questions: 
 

• Who is in charge of the different aspects of the absorption process? 
• How do we identify which systems and users are affected by this incident? 
• Who should be informed that there has been a breach?39 

 
The organization should also have developed a business continuity plan, in order to continue 
“business as usual” (or as close to this as possible). Below is a list of suggested aspects that could 
be included in such a plan: 
 

• Identify the stakeholders in an emergency situation 
• Define roles and responsibilities 
• Set up clear procedures for command and control 
• Identify critical assets, functions, and services 
• Decide maximum allowable downtimes and minimum service levels (Mean time to 

recovery, the average time taken to put a defective component or system back in working 
order, could prove a useful measure in this process) 

• Identify interdependencies between assets 
• Identify dependencies on cyberspace 
• Identify redundant systems 
• Identify alternative back-up systems 
• Determine how to achieve secure synchronization between primary and secondary 

systems 
• Ensure alternatives are operating, trained for, and practiced 
• Ensure all “protective” measures are in place and up to date (anti-virus, patches, policies, 

training, etc.) 
• Create a communications strategy for effective public relations40 

                                                           
39 See Multinational Experiment 7 – Objective 3.2 Concept on Information Sharing (2012) for more on the 
issue of sharing information about cyber attacks. 
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Once the working group has created its business continuity plan, it should be regularly tested. The 
test should be followed by an after action report, which should answer these questions:41 
 

• What happened? 
• What should have happened? 
• What went well? 
• What went poorly? 
• What will we do different in the future? 

6 Recovery 
An important part of enhancing resilience is having the ability to rapidly return to a stable 
condition after a cyber attack – to recover. The consequences of an attack can vary greatly 
depending on the type of attack. Some examples include having to restore a section of critical 
infrastructure, changing a number of login credentials that have been stolen, or trying to calculate 
how much it will cost to redesign components of a system that you think the adversary might 
have compromised. The effectiveness of your response to an attack will be directly proportional 
to the robustness of your planning ahead of an attack, and any inadequacies related to business 
continuity planning could delay the resumption of critical services after an unwanted event. 
 
First of all, the working group should decide who in the organization has the authority to give the 
“all clear” for a system to be reloaded after an attack. Who decides when the system is officially 
“recovered”? And how is this decided? While one could assume that recovering a system as fast 
as possible is the preferred option, it is important to take into consideration the need for forensic 
work to determine how the system was compromised in the first place. Recovering a system too 
soon can often destroy the technical evidence of the attack. One option would be to put in place 
procedures and processes that allow you to preserve evidence offline while your system is being 
recovered.42  
 
While taking that into account, there are certainly efforts that an organization can undertake in 
order to recover in a fast, safe and efficient manner. Through thorough business continuity 
planning, the organization will be better prepared for the recovery process.   
 
As part of the recovery process, there should also be an investigation of the security incident 
itself. If the root causes of an attack are not addressed in a thorough manner, it could increase the 
probability of further and future compromise. Learning lessons from attacks, and mitigating 

                                                                                                                                                                             
40 Wallace, Michael and Lawrence Webber (2010: 14-20); Stanton, Ray (2005); Gibb, Forbes and Steven 
Buchanan (2006); Multinational Experiment 7 – Objective 3.1 Workshop Input from the United Kingdom 
(2011b). 
41 Wallace, Michael and Lawrence Webber (2010: 20). 
42 Andress, Jason and Steve Winterfeld (2011: 42). 
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where possible, is key after an organization has been attacked. The working group should also 
consider sanctions for users responsible for security infractions that led to an unwanted event.43 
 
Basically, all of the universal mitigating mechanisms come into play in the recovery process, and 
a system with a high degree of adaptability will be able to recover sooner than a less adaptable 
one. The use of alternative backup solutions and redundant systems and infrastructure will make 
recovery easier, and awareness among employees becomes increasingly relevant during a crisis. 
After going through business continuity planning and testing, it will also become clear where 
insurance policies are especially necessary.44 
  

                                                           
43 Multinational Experiment 7 – Objective 3.1 Workshop Input from Canada (2011b). 
44 Andress, Jason and Steve Winterfeld (2011: 188). 
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Appendix A Theoretical Principles and Key Definitions 
This appendix describes the theoretical principles and key definitions that form the conceptual 
basis of the methodology. It begins by clarifying what a methodology is, and how it differs from a 
method. It then moves on to discuss the challenges of performing risk assessments of cyber-
related dependencies, vulnerabilities and threats. Finally, the concept of resilience is introduced 
and discussed as an alternative way of managing cyber security.  

A.1 What is a methodology? 

The terms “methodology” and “method” are often confused and used interchangeably. Yet there 
are significant conceptual differences between the two. In short, methodology is the science of 
methods. A methodology can be described as “a system of methods used in a particular area of 
study or activity”, while a method can be described as “a particular procedure for accomplishing 
or approaching something”.45 In other words, while a methodology may incorporate several 
methods, and typically refers to the rationale and philosophical assumptions, or theoretical 
principles, of a particular study or activity, a method systematically details a given procedure, 
technique, or mode of inquiry. 
 
These considerations have direct implications for the concept presented in this document. 
Methodologies pave the way for methods to be conducted properly. As such, there is a causal 
relationship between the two: The development of a methodology typically precedes the 
development of a method.  

A.2 Risk assessment 

The Oxford English Dictionary defines risk as: “(Exposure to) the possibility of loss, injury, or 
other adverse or unwelcome circumstance; a chance or situation involving such a possibility.” 
Risk is, however, a contested concept, and there are several formulas and methods for identifying, 
calculating, qualifying, quantifying and rating risk. Risk analysis matured during the Cold War, 
risk management has since become a popular activity in both private and public sectors, and 
many risk assessment methodologies and methods have already been developed for different 
purposes and organizations. 
 
A risk formula usually consists of two or more variables that are weighted against each other, or 
multiplied, using some sort of quantitative or qualitative tool or model.  Typical “ingredients” in a 
risk formula are probability and impact estimates, asset values, threats and vulnerabilities. A 
common feature in all risk formulas is the need for reliable information on all variables. If too 
much information on one of the variables is lacking or uncertain, the risk measurement could end 
up without much value for the organization in question. When dealing with a fluid and dynamic 
threat environment such as the cyber domain, this is a fundamental challenge. In contrast to the 
physical domains where military battles are traditionally fought (land, air and sea), the cyber 
domain itself is man-made, and therefore constantly growing and evolving. Due to its dynamic 

                                                           
45 Oxford dictionary: http://oxforddictionaries.com/.  

http://oxforddictionaries.com/
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and composite nature, variables such as probability, impact, threats and vulnerabilities are 
extremely difficult to pinpoint and rate at any given moment. That is why traditional risk 
management methodologies may not be appropriate for managing cyber security, as is explained 
more in detail below.  
 
Traditional approaches to risk assessments can roughly be divided into two categories: 
 

1. Risk as the product of probability and impact  
2. Risk as the product of assets value, threat and vulnerability 

 
The first category is the most traditional way of estimating risk, and a number of methods exist 
that build on this approach. Some are purely quantitative where the variables “probability” and 
“impact” are quantified so that risk can be calculated, rated and presented numerically, while 
others are purely qualitative, using experts to determine levels of probability and likely impact. It 
is also common to determine an acceptable level of risk, so that the risk in any scenario that goes 
beyond that set level demands some sort of response.  
 
 
 
 
 
 
 
 
 
 
 
 

 Figure A.1 Risk based on Probability and Impact. 

 
In a safety scenario one may assume that incidents will occur accidentally, and the use of 
stochastic methods using probability estimates may be valid. But in a security scenario which 
only includes intended attacks that are not random, probability estimates lack validity because 
there are no reliable patterns that can be analyzed statistically.46 Moreover, probabilities can only 
be based on past experience, and if there is one lesson to draw from history it is that strategic 
shocks and ruptures in trends are common.47 In other words, estimating probabilities may not be a 
viable option when dealing with a volatile, fluid and rapidly evolving threat environment.  
 

                                                           
46 Holm, Ola (2004): Safety scenarios include threats that are not intentional (e.g. accidents), in contrast to 
security scenarios which exclude unintentional threats.  
47 David Hume described this as the problem of induction – that we can never infer from the past to predict 
the future. 
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Another problem of using the probability and impact variables is the fact that not all threats can 
be known, especially in the cyber domain. That means that there are unknown threats for which 
you cannot estimate the probability or the impact, not to speak of the corresponding 
vulnerabilities.  
 
Assessing the impact of known threats is also problematic when dealing with the cyber domain. 
First, there are so many interdependencies between cyberspace and other critical networks and 
infrastructures that it is extremely time-consuming and difficult to map out the casual relation-
ships between them. Second, the issue of cascading effects is also of relevance as it is very hard 
to predict exactly where such effects might materialize.   
 
Finally, there is the problem of how to weigh the probability and impact variables against each 
other. For instance, an attack with detrimental impact may be very unlikely and therefore score 
low in a risk estimate. At the same time, an attack with only moderate impact but high probability 
might score higher, depending on how probability and impact are weighted. This is a difficult 
problem to solve.  
 
In conclusion, considering the problems outlined above, the probability/impact variables do not 
seem very useful for estimating risk when dealing with cyber security scenarios.  
 
The second category of risk assessments sees risk as the product of criticality (or asset value), 
threats, and vulnerabilities. This understanding of risk may be more appropriate for the cyber 
domain because it does not include problematic concepts such as probability and impact. 
However, the challenge of having reliable data on all three variables, and of finding the 
appropriate way to weight them against each other, remains.  
 
According to this approach, risk is highest when criticality, threat and vulnerability intersect, as 
illustrated in Figure A.2.  

 

 

 

 

 

 

 

 

 Figure A.2 Risk Based on Criticality, Threat and Vulnerability. 48 

                                                           
48 Bass, Tim and Roger Robichaux (2001); Holm, Ola (2004). 
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Figure A.2 further illustrates how criticality, threats, and vulnerabilities relate to each other. The 
list below describes how they overlap, and why instances which only combine two of the three 
represent less of a risk that those where all three intersect. 
 

1. Critical assets (information, systems, programs, people, equipment or facilities) for which 
there is no known vulnerability and no known threat. 

2. Vulnerabilities in systems, programs, people, equipment or facilities that are not 
associated with critical assets and for which there are no known threats. 

3. Threat environments that have no critical assets or vulnerabilities (or vulnerability 
information). 

4. Critical assets for which there are known vulnerabilities, but no known threat. 
5. A threat or number of threats has acquired specific knowledge and/or capability to exploit 

vulnerability although not to critical assets. 
6. Critical assets for which there are no known vulnerabilities, but there is exposure to a 

specific threat. 
7. Critical assets for which there are both known vulnerabilities and known threats. 

This is the most sensitive area. 
 
By including criticality as a key variable, this approach to risk assessment helps the user to 
identify key assets and functions. This is useful for prioritization of risk mitigating efforts because 
they will be based on known functionalities rather than on uncertain probabilities and impacts.  
 
However, the problems of having reliable data on all variables and of weighing them against each 
other remain. One characteristic of the cyber domain is that new threats emerge continually at a 
rapid pace, making it hard to uphold a reliable threat picture. This rapid pace of development 
could make cyberspace particularly prone to so-called Black Swan events.49 Considering that 
vulnerability assessments are also normally based on existing threats, maintaining a reliable 
vulnerability picture is equally challenging. 
 
In sum, this means that both types of risk assessment outlined above have inherent problems that 
will introduce difficulties when applying them to the cyber domain. It may therefore be a good 
idea to look for alternative approaches for managing cyber security.  

A.3 Towards an alternative model for managing cyber security 

The most important conclusion to draw from the discussion above is that it may be an overly 
ambitious task to calculate and rate risks when dealing with the cyber domain, at least when 
considering the time and resource constraints decision-makers are normally facing. This does not 

                                                           
49 A Black Swan is an event with the following three attributes: “First, it is an outlier, as it lies outside the 
realm of regular expectations, because nothing in the past can convincingly point to its possibility. Second, 
it carries an extreme impact. Third, in spite of its outlier status, human nature makes us concoct 
explanations for its occurrence after the fact, making it explainable and predictable.” From The Black 
Swan: The Impact of the Highly Improbable from Andress, Jason and Steve Winterfeld (2011):257. 
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imply, however, that management of cyber security is an impossible task.  What it does imply is 
the need to look for alternative and possibly less ambitious models or methodologies.  
 
Amongst the various steps in the traditional risk management models some come across as more 
manageable than others. Identifying key assets and mapping dependencies seem to be easier than 
identifying threats, and estimating probabilities and impact. Carrying out a vulnerability analysis 
may also be easier than carrying out a threat analysis. After all, most organizations know 
themselves better than they know their adversaries. More importantly, collecting information 
about your own organization is easier than collecting information about known and unknown 
adversaries with both known and unknown capabilities and intentions. Threats are often beyond 
our reach, vulnerabilities are usually self-generated.  

A.4 Critical assets 

The first step in any security management process should be to identify the critical assets and 
functions of the organization at hand. If one does not know what to protect and why, there is no 
point in analyzing dependencies, threats and vulnerabilities. Governments have recently expanded 
their views on what is considered critical infrastructure, moving from focusing on the adequacy of 
a nation’s public works, to including a wide range of both public and private sectors. Overviews 
of what is considered critical assets and functions are expected to continue to evolve as 
geopolitical or economic changes occur. For a nation, critical infrastructure can include 
communications, emergency services, energy, finance, food, government and public services 
(including defense), health, transportation, and water.50  
 
Most organizations have to accept that not all assets can be equally secure and that a prioritization 
of efforts is necessary. In order to prioritize, it is necessary to identify the assets, infrastructures 
and functions that are essential for maintaining a stable condition. The criticality analysis results 
in identifying all critical processes in an organization and portraying their sub-processes as well 
as their “risk elements”. Risk elements can include people, facilities and equipment, data and 
software, grounds and buildings, as well as other resources. The organization should decide 
which criteria to use in the analysis, how many criteria should apply at once and what 
classification to use within the criteria. 

A.5 Dependencies 

Once critical assets are identified, it is possible to start investigating whether and how these 
assets, infrastructures and functions depend on the cyber domain, directly or indirectly. 
Dependency is the relationship between two structures or functions in which one is required for 
the generation of the other.  
 
Modern societies use the cyber domain to communicate, to deliver services, and to store 
information to meet official, commercial and personal needs. The cyber domain is now ubiquitous 
                                                           
50 Moteff, John, Claudia Copeland, and John Fischer (2003); Moteff, John and Paul Parfomak (2004); 
Cornish, Paul, David Livingstone, Dave Clemente and Claire Yorke (2011). 
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and essential; cyber dependencies have reached the point where alternatives no longer exist or can 
only be provided at great cost and after substantial time lapses. Cyber dependencies can therefore 
be viewed as a specific type of vulnerability.  
 
Infrastructure systems are characterized by a high degree of interconnection, and the functioning 
of one service often depends on the functioning of another. Services can also be mutually 
dependent on each other to function, exhibiting interdependence. In addition, services are 
implemented across a range of contractual, organizational, commercial, legal and political 
boundaries giving rise to a complex set of ownerships and responsibilities. This provides further 
possible coupling and dependencies due to for example organizational or maintenance 
deficiencies, or operational constraints of failure or isolation. 
 
Such interconnection can in many cases be measured only in qualitative terms. Many physical, 
virtual and logical dependencies are not apparent until a crisis occurs and the connection breaks 
down. The high level of interdependence can lead to cascading shut-downs. At the same time, 
smaller and smaller disruptions can be enough to cause dramatic consequences in complex 
systems (this is called the vulnerability paradox).51  

A.6 Vulnerabilities52 

A vulnerability can be described as a weakness in a system which reduces the ability to manage 
unwanted events and/or recovering from them, and a threat needs a corresponding vulnerability to 
be able to materialize in a system. Vulnerabilities can be technical in nature, but could equally be 
people, process, structure or policy-related, and/or be due to a natural hazard or man-made action. 
To fully understand all vulnerabilities, all components of the potential target system and the 
interactions between them need to be considered.  
 
When it is argued that critical infrastructure is dependent on the cyber domain, one is often 
referring to dependencies on the Internet or networks using that same technology. This means that 
the same vulnerabilities known from the Internet or other connected systems are also applicable 
to parts of critical infrastructures. For information and communications technology systems one 
can divide vulnerabilities into four classes: Vulnerabilities due to errors made in the design, 
implementation, configuration, or use of the technology. A more generic approach is to explore 
physical, logical and social vulnerabilities on different layers of the cyber domain: users, 
applications, fundamental services, and communications infrastructure (see Table 2.2). 
 
At the user layer typical malware threats and software vulnerabilities are perhaps the most 
prominent. As an example, Stuxnet exploited vulnerabilities at this layer to attack critical 
infrastructure in Iran. At the application layer we find some of the most widespread means of 
communication and channels for informing the public. Attacks against these can either hinder or 
disrupt the communication, both internally in a key societal function, or by misinforming or 

                                                           
51 Multinational Experiment 7 – Objective 3.1 Workshop Input from the United Kingdom (2011a). 
52 This section is based on Fridheim, Håvard and Janne Hagen (2007) and the BAS 5 project, FFI (2007). 
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denying information to the public. At the lower layers we find the fundamental services and the 
communications infrastructure (transmissions, transport and access networks) that offer services 
upon which the higher level functions depend. Vulnerabilities in these could potentially affect 
many systems. While many believe these layers are mature and not as prone to design and 
implementation errors, configuration errors made by an organization may open the organization 
up to an attacker.53  
 
In addition to the technical vulnerabilities mentioned above, an important aspect is the policy 
enforced on the users and systems. Policy can help mitigate many of the social vulnerabilities, for 
instance by prohibiting the use of USB memory sticks for systems handling critical infrastructure. 
 
The list of possible vulnerabilities however is long and ever changing. It is, however, important to 
note that vulnerabilities are not solely “inadequacies” in a system, as the attribute representing a 
vulnerability could be among the most positive attribute of an asset.54 

A.7 Threats 

The problem with threats in cyberspace is that the target of the threat is often not aware of it 
before it is too late. Threat is typically defined as the product of (bad) intention and capability. 
However, these two variables seldom operate together in the open, and it may therefore be hard to 
generate a reliable threat picture.   
 
There is little point in trying to predict the next attack in anything but the most generic terms. If 
an attacker wants to attack networks/infrastructure/other cyber assets, he will attempt to do so in a 
way that has not been seen before. It may, however, be useful to categorize threat actors as a more 
general projection of the threat picture. In the cyber domain, we typically refer to the following 
categories of threat actors: Criminal groups; hackers; hacktivists; insiders; industrial spies; 
national governments and foreign intelligence services; and terrorist groups. These groups can 
have widely different motives for attacking an organization’s key assets. For example, criminal 
groups are usually financially motivated, seeking economic gains through illicit action. Terrorists, 
however, seek to create fear and destruction, often with a political end-goal. Due to the wide 
range of actors and motives, combined with a rapidly changing technological environment, it is 
very difficult to gain complete oversight when it comes to cyber threats.55 

A.8 Resilience: because deterrence is not enough 

Once critical dependencies and vulnerabilities are identified, and are seen in the context of an 
updated threat picture, the decision-maker must consider what measures are most appropriate for 
reducing both dependencies and vulnerabilities. This is where the concept of resilience becomes 
relevant. As explained below, there are in fact universal mitigating measures with “guaranteed 
effect” that can be considered against factors such as cost and time. In some cases, however, these 

                                                           
53 Fridheim, Håvard and Janne Hagen (2007);BAS 5 project, FFI (2007). 
54 Multinational Experiment 7 – Objective 3.1 Workshop Input from Canada (2011b: 6). 
55 Multinational Experiment 7 – Objective 3.1 Workshop Input from Spain (2012). 
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universal mechanisms may not be sufficient for handling the problem, and the decision-maker 
must consider whether a deeper analysis is needed to uncover the more technical aspects of given 
dependencies and vulnerabilities. At this point, the purpose of this particular methodology ends as 
the technicalities of cyber security are beyond its scope. However, it will have helped the 
decision-maker identify the need for deeper analysis, and made him or her aware of a critical 
dependency and/or vulnerability. 
 
Just like risk, resilience is a contested concept. It is a term with many connotations, but with few 
clear definitions. Yet, a lot of thorough and innovative work has been done in recent years, 
especially in the United States, on developing a common understanding of resilience from a 
national security perspective.56 The understanding of resilience presented here builds on this 
work, in addition to insights emerging from MNE 7 workshops and activities.  
 
Resilience can be viewed as an alternative to classic deterrence or as a complementing effort.57 
Deterrence is the ability to persuade a potential aggressor that the costs and risks of attacking will 
outweigh the gains. Given rationality, the aggressor will refrain from attacking. Resilience, in 
contrast, is about accepting the risk of an attack taking place, and focusing on strengthening the 
ability to prevent, detect, absorb and recover from an attack, enabling an organization to maintain 
capability or services at an acceptable level throughout an attack cycle.58  
 
The reason why resilience might be a better defense strategy when dealing with the cyber domain, 
is that it is highly likely that attacks will be carried out notwithstanding attempts to deter or 
protect against them. By focusing on resilience, we acknowledge that the risk of being attacked in 
the cyber domain is very high, and that the possibility of eliminating all threats is very low due to 
its composite, rapidly evolving and unpredictable nature. Therefore, instead of dealing with the 
threats directly, we choose instead to manage them through strengthening our resilience, i.e. our 
ability to prevent, detect, absorb and recover from attacks. These key terms represent our 
understanding of resilience.  
 
Prevention can be active or passive. Active prevention can be interdiction or elimination of 
known threats before an attack is launched, which requires detailed pre-knowledge about the 
threats. Passive prevention can be the creation of firewalls and using antivirus software, building 
cyber security awareness or reducing dependencies between the cyber domain and other critical 
infrastructures and functions. This concept will mainly deal with passive prevention mechanisms, 
as it is both “non-technical” and unclassified in nature. 
 

                                                           
56 Palin, Philip J. (2009); Palin, Philip J. (2010); US White House (2011); US Department of Defense 
(2011); US Department of Homeland Security (2010a); US Department of Homeland Security (2010b). 
57 Although resilience can be viewed as an alternative to deterrence, it can also function as a deterrent; if 
you can demonstrate your system to be highly resilient, adversaries are less likely to attack it. 
58 Critical Infrastructure Protection Program (2007). 
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Detection is about being able to detect an attack as soon as possible, and about having the policies 
in place to deal with an attack as effectively as possible. If an attack is not detected, the system 
will not have the chance to absorb and recover from the attack. This can have great consequences. 
 
Absorption is about creating damage-tolerant systems that serve to contain, soak-up or deflect the 
consequences of an attack. It also allows decision-makers to “cut some slack” in their response to 
a cyber attack, i.e. allowing for enough time to analyze the problem before a critical decision 
must be made on how to respond to it. 
 
Recovery is about the ability to effectively “bounce back” to a stable condition after an attack has 
been launched. It is worth noting that recovery can be much more than simply restoring or 
repairing physical and technical damages. Recovery also has a social dimension which can be 
equally or more difficult to restore.   
 
Mitigating mechanisms 
There are many ways and means to strengthen resilience. Some are context-sensitive, meaning 
that they work in some cases and not in others, while others are more generic or universal, 
meaning that they will have an effect regardless of the types of threat or attack one is dealing 
with. This methodology, which is generic, will focus on those universal mitigating mechanisms 
that will always have a positive effect on strengthening resilience. Seven such mechanisms have 
been identified:59  
 

1. Building awareness 
2. Reducing dependencies 
3. Increasing redundancy 
4. Developing alternative back-up solutions  
5. Increasing adaptability 
6. Transferring risk 
7. Sharing information 

 
Much can be said about each of these mechanisms. A detailed discussion will not be provided 
here, however their inner logic will be explained in a rather brief manner.  
 
Building awareness rests on the assumption that people represent a fundamental vulnerability to 
cyber security. By raising the level of cyber security awareness among people in organizations, 
the risk of being the target of a successful cyber attack will likely be reduced.   
 
Reducing dependency of critical infrastructures on the cyber domain will ensure a reduction in the 
risk of being impaired by cyber attacks. One problem is that by reducing such dependencies you 
are also likely to reduce functionality and the effectiveness of these systems. One will therefore 
have to do a cost-benefit analysis to consider whether this type of mitigating measure is worth the 

                                                           
59 These mechanisms have been identified by the participants of MNE 7 Objective 3.1. 
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risk reduction. Its strength lies in the fact that a 100% reduction of dependency equals a 100% 
reduction of risk.  
 
Increasing redundancy is about creating a surplus of capacity in a system, structure, function or 
capability so that a reduction of performance caused by a cyber attack will be compensated for by 
the spare capacity.    
 
Developing alternative back-up solutions is about using different means to reach the same end or 
maintain the same function. In contrast to redundancy in which you have more of one capacity, 
this mitigating measure focuses on developing alternative ways of serving a specific function.  
For example, in an aircraft a pilot may have one inertial navigation platform, but for redundancy 
he would have two or more, just in case one fails. However, as alternative back-up solutions he 
would carry a map and stopwatch and look out the window, in case all of the navigation platforms 
are disrupted simultaneously.60 
 
Increasing adaptability is about being able to adapt to a constantly evolving domain such as 
cyberspace. “A resilient system is one that fluctuates because it responds and adjusts to internal 
and external change. In this regard, resilience is qualitatively different from stability and 
sustainability, which are merely aspects of equilibrium.”61   
 
Transferring risk is one way of planning for effective recovery after an attack, for instance 
through insurance. It does not necessarily have to be about financial insurance. It can also be 
bilateral or multilateral agreements between partner organizations which oblige them to help each 
other physically, technically, socially or financially in case of an attack. 
 
Sharing information is becoming increasingly important as actors are realizing that one cannot 
predict all threats in cyber space. By pooling knowledge and receiving/providing advice, 
organizations can become more aware of the concrete actions they can take to become more 
resilient. Accurate and timely situational awareness, both during normal activity and when 
anomalies are detected, will increase the level of resilience.62 
 
  

                                                           
60 A similar concept is “Defense in Depth”, see Andress, Jason and Steve Winterfeld (2011: 189).  
61 JHSEM:16. 
62 Multinational Experiment 7 – Objective 3.2 Concept (2012). 
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Appendix B Ten Commandments of Resilience 
I. Make resilience a priority. 

 
II. Know yourself, as you cannot know others. 

 
III. Know what you depend on, and reduce those dependencies. 

 
IV. Know where you are vulnerable, and patch those vulnerabilities. 

 
V. Build awareness in your organization. 

 
VI. Increase redundancy in your systems. 

 
VII. Have alternative back-up systems in place. 

 
VIII. Be able to adapt to rapid changes in your environment. 

 
IX. Transfer risk away from your key assets. 

 
X. Share information.63 

 
 
  

                                                           
63 These commandments were identified by the participants of MNE 7 Objective 3.1. 
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Appendix C Methodology Crosswalk 
 
Step Activity/Task Section/Page 

PREVENTION 
Establish Working Group 2.0/7 
1 Define scope/boundaries of analysis 2.0/7 
2 Determine skill sets, knowledge, and expertise required 2.0/7 
Outputs:  

• Mandate 
• Member list 
• Schedule 

Identify Critical Assets 3.1/9 
3 Establish criticality criteria (for prioritization) 3.1/9 
4 Identify mission critical capabilities and services 3.1/9 
5 Identify key processes required to produce 2.2 3.1/9 
6 Identify key assets required to support 2.3 3.1/9 
Outputs: 

• Prioritized list of mission critical capabilities and services (and the critical processes and 
assets which support the provision of these) 

Conduct Dependency Analysis 3.2/9 
7 Conduct supply chain analysis 3.2.1/10 
8 Conduct value chain analysis 3.2.1/10 
9 Identify critical dependencies on cyberspace (downstream and upstream 

in the organization) 
3.2.1/10 

10 Prioritize critical dependencies (identify those requiring of mitigation) 3.2.2/11 
Outputs: 

• Prioritized list of dependencies (upstream and downstream) 
• List of critical dependencies in immediate need of mitigation 

Conduct Vulnerability Analysis 3.3/12 
12 Identify vulnerabilities 3.3.1/13 
13 Analyze the impact of an unpatched vulnerability 3.3.2/14 
14 Assess which vulnerabilities need mitigation 3.3.3/14 
Outputs: 

• Prioritized list of vulnerabilities 
• List of critical vulnerabilities in immediate need of mitigation 

Conduct Threat Analysis 3.4/15 
15 Analyze previous attempted and/or successful cyber attacks against your 

organization in search of identifiable threat actors 
3.4/15 

16 Identify categories of threat actors relevant for your organization 3.4/16 
17 Identify motivations and modus operandi for known threats 3.4/16 
18 Identify what other actors know about your organization  3.4/17 
19 Identify which known threat actors and behaviors you can mitigate 3.4/17 
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Outputs: 
• List of known threats to your organization 
• Overview of the expected behavior of known threat actors 
• Contingency plans for known threats 

DETECTION 
20 Find mean time from attack occurs until it is detected 4.0/18 
21 Identify incident/attack reporting routines in the organization 4.0/18 
22 Identify information sharing frameworks and routines (for sharing with 

other organizations/actors/government agencies)  
4.0/18 

23 Assess whether these routines could be improved upon 4.0/18 
Outputs: 

• Measure of detection efficiency 
• Overview of incident/attack reporting routines (and where mitigating measures are 

required in order to improve) 
• Overview of information sharing frameworks and routines (and where mitigating 

measures are required in order to improve) 
ABSORPTION 

24 Identify what is done technically to absorb a cyber attack (by using 
technical expertise) 

5.0/19 

25 Identify key processes and personnel involved in absorption 5.0/19 
26 Create business continuity plan 5.0/19 
27 Test business continuity plan 5.0/20 
28 Improve business continuity plan 5.0/20 
Outputs: 

• Overview of processes and procedures for management of the absorption process, both in 
terms of technical staff and others (and where mitigating measures are required in order 
to improve upon these processes) 

• Tested and improved business continuity plan 
RECOVERY 

29 Identify authority to “clear” a compromised system for use 6.0/21 
30 Identify procedures for post-attack forensics 6.0/21 
31 Identify procedures for after-action reports and lessons learned activities 6.0/21 
Outputs: 

• Overview of the chain of command in the recovery process (and where mitigating action 
is needed) 

• Overview of the processes for after-action reporting and learning of lessons (and where 
mitigating action is needed) 
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